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Abstract—The Industrial Internet of Things (IoT) has gained a lot of momentum thanks to the introduction of Time Slotted Channel Hopping (TSCH) in IEEE 802.15.4. At last, we can enjoy collision-free, low-latency wireless communication in challenging environments. Nevertheless, the fixed size of time slots in TSCH provides an opportunity for further enhancements. In this paper, we propose an enhanced centralized TSCH scheduling (ECTS) algorithm with simple packet aggregation while collecting data over a tree topology. Having in mind that the payload of a sensor node is rather short, we attempt to put more than one payload in one packet. Thus, we occupy just one cell to forward them. We investigated the schedule compactness of ECTS in Matlab, and we evaluated its operation, after implementing it in Contiki-NG, using Cooja. Our results show that ECTS with packet aggregation outperforms TASA in terms of slotframe duration and imposes fairness among the nodes in terms of latency. A validation exercise using real motes confirms its successful operation in real deployments.

Index Terms—Convergecast, Industrial IoT, TSCH.

I. INTRODUCTION

In real-time Industrial IoT applications, such as the digital representation of complex systems, deterministic latency is of critical importance. As pointed out in [1], the main issue of complex systems is not that they are complex, but the fact that they may fail. In such cases, the timely collection of sensor data is our primary concern. The data packets are generally short, since they carry sensor values. However, industrial applications use a large number of sensor nodes and have stringent requirements concerning reliability and latency.

Time-slotted channel hopping (TSCH), introduced in [2], is a MAC mode of IEEE 802.15.4 [3] targeted at industrial IoT applications. It allows reliable, interference-free links and offers deterministic latency, since every transmission can be scheduled. Its slotframe can be represented as a matrix. Each matrix cell corresponds to a time offset and a channel offset. We can foresee that there are many possibilities for scheduling, and a remarkable increase in capacity, in case it is properly implemented. Nonetheless, the use of TSCH in industrial environments requires a complete stack, up to the Application layer. The missing layers on top of IEEE 802.15.4 TSCH have been provided by the Internet Engineering Task Force (IETF) 6TiSCH [4] working group. It is a valuable work in progress which aims to bring IPv6 to industrial applications.

In this work, we propose an enhanced centralized scheduling TSCH (ECTS) algorithm targeted at Industrial IoT, that can be easily implemented. We aim to reduce data packet transmissions [5] and enhance the cooperation among the sensor nodes [6]. Our concept is simple. Since the size of a time slot is fixed, we may allow a node to aggregate a number of packets, add their payloads in one packet and forward it to the next node occupying just one cell. Fig. 1 depicts an example. On the left there is a node arrangement in tree topology and on the right there is the TSCH matrix. In the first row, nodes E and F transmit their packets sequentially to node C. Then, node C aggregates both payloads along with its own and forwards one packet to node A. This is a very simple way to take advantage of unused airtime in each cell and reduce latency thanks to a neat compact schedule.

To the best of our knowledge, this is the first work which focuses on packet aggregation in TSCH and attempts to draw some conclusions about the potential benefits. We investigated the schedule compactness of ECTS in Matlab and then, after implementing ECTS using Contiki-NG [7], we evaluated its performance in Cooja, the emulator. Our findings are summarized in the following:

1) The state-of-the-art can be outperformed in terms of schedule compactness using packet aggregation.
2) Packet aggregation imposes fairness among the nodes in terms of latency.

Also, ECTS works as expected on our Zolertia [8] testbed, leaving an extensive on-field validation for future work.

The rest of this paper is organized as follows: Section II provides an overview of TSCH in Industrial IoT. The proposed ECTS algorithm is presented in Section III. Its performance evaluation in Matlab and Contiki-NG is included in Section IV. In Section V there is a short note on our first tests with real devices. Finally, Section VI concludes this paper.
II. TSCH SCHEDULING IN INDUSTRIAL IOT

TSCH is a powerful MAC mode of IEEE 802.15.4 that is primarily useful in challenging environments. In this chapter we review the basics of TSCH and provide an overview of the scheduling approaches in Industrial IoT.

A. Preliminaries

Industrial applications relied on well-established wired technologies for a long time. WirelessHART [9], a breakthrough at its time, introduced reliable IEEE 802.15.4 based communications and served as a guideline for the specification of TSCH in IEEE 802.15.4. Its basic principles can be easily identified in the specification of TSCH.

TSCH provides diversity in time and frequency, which is usually depicted in 2D as a slotframe, using time offsets on X axis and channel offsets on Y axis. The slotframe is repeated over time. A pair of a time offset and a channel offset is defined as a cell. We also use the term time slot, with reference to the X axis. The typical duration of a time slot is from 10 ms to 15 ms. It is enough for the transmission of a data packet and its acknowledgement. The standard defines a TSCH coordinator and enhanced beacons (EB) for the delivery of the essential information to the nodes. Upon initialization, the TSCH coordinator sets the absolute slot number (ASN) to zero, and the frequency hopping sequence (FHS). Therefore, the physical channel (CH) of a time slot is calculated by:

\[ \text{CH} = \text{FHS}[(\text{ASN} + \text{channelOffset}) \mod \parallel \text{FHS}]. \]  

Today, scheduling in multiple frequencies is universally praised. We would like to highlight [10], an early work on this topic that identified the opportunities of using multiple frequencies. The aforementioned work studies convergecast, i.e. the collection of data over a tree topology, and provides the theoretical bounds of aggregated and raw-data convergecast.

B. Scheduling algorithms

TSCH scheduling is a thriving field of research. The scheduling algorithms can be classified as centralized or decentralized. Moreover, decentralized algorithms can be either distributed or autonomous. Centralized algorithms are targeted at static applications, while decentralized ones are more suitable for dynamic applications. Centralization has been identified in [11] as beneficial in terms of delay. However, the decentralized approaches are usually less complex and scale up effortlessly.

A centralized algorithm, such as the pioneering TASA [12], has perfect knowledge of the topology and builds the schedule at the coordinator. A distributed algorithm, such as DeTAS [13], allows the negotiation among neighbor nodes. The autonomous approach, which is particularly useful in mesh networks, does not require any negotiations among the nodes. Each node builds its own schedule in inventive ways. See Orchestra [14], a valuable work on this topic. On top of scheduling we may also use blacklisting or whitelisting [15], in order to select the best available channel offsets and improve reliability.

Packet aggregation in TSCH has been already identified as beneficial in the literature. AMUS [16] uses centralized scheduling to aggregate packets and relay them, in order to reduce the delay. LaDiS [17] is a distributed scheduler, where the schedule of each node is constructed by its parent. Both AMUS and LaDiS take into account that children should be scheduled before their parents in order to benefit from packet aggregation. The authors of LLTT [18] acknowledge this as well, but propose a practical periodic aggregation at the network layer instead. They also use shared time slots in order to boost the performance of LLTT. OST [19] combines several scheduling approaches. Its authors investigate several traffic patterns, and consider packet aggregation both in the uplink and downlink.

In our work, we aim to draw some clear conclusions regarding the operation of packet aggregation and propose how to put it in practice. Like previous works, we confirm that the children have to be scheduled to transmit before their parents. Additionally, we propose an enhanced centralized scheduling algorithm, and we show that moderate use of packet aggregation allows us to outperform the state-of-the-art. We will elaborate on this in the following chapters.

III. ENHANCED CENTRALIZED TSCH SCHEDULING

In this section we introduce the proposed ECTS algorithm and present a comprehensive example based on Fig. 1, in order to showcase its operation.

A. Motivation

Our focus is on Industrial IoT in tree topology, where there is a large number of sensor nodes with short payloads. We aim to take advantage of the tree structure, aggregate packets in order to reduce the transmissions and build a compact schedule. The proposed ECTS algorithm offers a simple way of collecting short packets over a tree topology. Each parent aggregates the data packets of its children and combines their payloads in one or more packets without any further process. We aim to investigate the operation of packet aggregation and identify when this is actually beneficial, particularly in terms of schedule compactness and latency.

B. Description

ECTS is a scheduling algorithm for convergecast. It is a centralized approach, since the network topology in Industrial IoT is expected to be more or less static. We follow three simple rules:

1) A node can be a child, a parent, or both,
2) A child forwards its packets to its parent,
3) A parent aggregates the packets of its children.

First, we build a tree structure and establish the relationships between the nodes. The nodes are sorted according to their distance from the coordinator, and a parent is selected for each child according to its RSSI. Next, we build a node list for each time slot that includes the eligible nodes for transmission. We start with the leaf nodes and move upwards in each step until we reach the coordinator. Also, we make sure that the children
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Fig. 2. Flowchart of the ECTS algorithm.

have an opportunity to transmit before their parents, so the parents can aggregate the packets of their children.

During the construction of the schedule, we have to deal with three major constraints:

1) Interference,
2) Half-duplex transceivers,
3) Topology.

Our cells accommodate only one link, in order to guarantee that the scheduled links are free of interference from other transmissions in the same network. However, we have to consider the other two constraints: the half-duplex transceivers and the topology. Inevitably, we assume that our nodes are half-duplex. Therefore, a node can establish only one connection during a time slot, either for transmission or reception. Regarding topology, we would love to have perfectly balanced sub-trees and assign an exclusive channel offset to each one, but this rarely happens. Topology is actually the most important constraint during data collection.

The ECTS algorithm is depicted in Fig. 2. The schedule is constructed by the coordinator and disseminated to the nodes using the first two time slots of each slotframe. First, we create a node list for each time slot and select a random node which has a packet to send. Next, we confirm that it is not scheduled as a sender or a receiver in any other cell of the current time slot. Then, we check if there is an available channel offset. If the answer is positive, a cell is scheduled for this node. In any case, the algorithm proceeds to the next time slot.

We continue with an illustrative example of ECTS, based on Fig. 1. In the following, \( S \) is the slotframe of size \( 3 \times 3 \) and each one of its elements \( s_{ij} \) represents a scheduled link at channel offset \( i \) and time offset \( j \). Also, \( T_j \) is the time slot at time offset \( j \). Thus, a slotframe can be represented as

\[
S = \begin{bmatrix} T_1 & T_2 & T_3 \end{bmatrix}.
\]

Each node generates one packet per slotframe. Each cell can accommodate one link. Node A, the root of the tree, is the coordinator. The node list has been already constructed, and the children have been prioritized over their parents. We proceed to the next step of the flowchart in Fig. 2, in order to start scheduling the nodes in each time slot.

In the first time slot, there are three eligible nodes to be scheduled: D, E, F. All of them are leaf nodes, so we pick one randomly, for example E. E is a child of C, thus \( s_{11} = E \rightarrow C \). Next, we pick F, but unfortunately it cannot be scheduled since its parent C has been already scheduled for reception in this time slot. Next, we pick D and schedule it at the second channel offset: \( s_{21} = D \rightarrow B \). Thus, the first time slot is

\[
T_1 = \begin{bmatrix} E \rightarrow C \\ D \rightarrow B \\ \emptyset \end{bmatrix}.
\]

In the second time slot there are more eligible nodes: B, D, E, F. Note that node C is not eligible since one of its children has not been scheduled yet. We pick F, so we set \( s_{12} = F \rightarrow C \). We pick E, but it does not have any packets to send. The same is true for D. Then, we pick B and set \( s_{22} = B \rightarrow A \). Thus, the second time slot is

\[
T_2 = \begin{bmatrix} F \rightarrow C \\ B \rightarrow A \\ \emptyset \end{bmatrix}.
\]

In the third time slot there are even more eligible nodes: B, C, D, E, F. However, no node apart from C has any packets to send. Eventually, we can set only \( s_{13} = C \rightarrow A \). Thus, the third time slot is

\[
T_3 = \begin{bmatrix} C \rightarrow A \\ \emptyset \\ \emptyset \end{bmatrix}.
\]

Finally, the constructed schedule of the slotframe is:

\[
S = \begin{bmatrix} E \rightarrow C & F \rightarrow C & C \rightarrow A \\ D \rightarrow B & B \rightarrow A & \emptyset \\ \emptyset & \emptyset & \emptyset \end{bmatrix}.
\]

In the aforementioned example, we were fortunate enough to deliver every generated packet to the coordinator. Moreover, we achieved a remarkably compact schedule, since \( s_{13} = C \rightarrow A \) delivers the payloads of three nodes (C, F and E) to the coordinator at once. Thus, there is an improvement in terms of latency. Also, note that we have not reached the maximum channel offsets. Despite the fact that our example is simple, this observation is valid. Most of the times we are restricted either by the half-duplex transceivers or by the topology. We will return to this discussion in Chapter IV.
TABLE I
SIMULATION PARAMETERS IN MATLAB.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Realizations 1000</td>
</tr>
<tr>
<td></td>
<td>Area 200 m × 200 m</td>
</tr>
<tr>
<td>Coordinator</td>
<td>1</td>
</tr>
<tr>
<td>Nodes</td>
<td>from 5 to 50</td>
</tr>
<tr>
<td>Node deployment</td>
<td>Uniform</td>
</tr>
<tr>
<td>Packet rate per node</td>
<td>1 packet/slotframe</td>
</tr>
</tbody>
</table>

MAC
- MSDU 102 bytes
- Payload 25 bytes
- Channel offsets 2, 4, 8, 16
- Maximum aggregated packets 4

PHY
- Frequency 2.4 GHz
- Pathloss model Lognormal (ITU-R)

Fig. 3. Random node deployment of 50 nodes in Matlab.

IV. PERFORMANCE EVALUATION

Our performance evaluation consists of simulations in Matlab and Contiki-NG. First, we investigate the schedule compactness of ECTS in Matlab. Next, we apply our findings in Contiki-NG simulations using Cooja.

A. Simulation in Matlab

We used Matlab to test the performance of the proposed ECTS algorithm. Our baseline is TASA. The theoretical bounds of TASA were provided by its authors in [12]. The nodes are uniformly distributed in an area of 200 m × 200 m and the coordinator is placed in the center. See Fig. 3 for an example with 50 nodes. Each node generates one packet in each slotframe. Please see Table I for more insight.

In compliance with IEEE 802.15.4, the maximum size of our frame is 127 bytes. We reserve 25 bytes for the MAC header and use 102 bytes for the MAC service data unit (MSDU). When we allow packet aggregation, our payloads should fit in MSDU. In our case, i.e. up to four aggregated packets, the payloads are 25 bytes each. We assume that all transmissions are successfully delivered, since our focus is on the evaluation of the constructed schedule in terms of compactness.

Fig. 4 shows the slotframe duration for TASA and ECTS when we use up to four channel offsets. We notice that ECTS without packet aggregation performs well just for a few nodes, but it scales worse than TASA. Indeed, the algorithm relies on packet aggregation. Thus, when we allow up to four aggregated payloads in each data packet, ECTS achieves a shorter slotframe than TASA.

Fig. 5 shows the slotframe duration for 50 nodes, using up to two, four, eight and 16 channel offsets. We confirm that there is an improvement when we allow up to four channel offsets. However, if we allow more than four channel offsets the improvement is incremental. This happens because the performance is bounded by the topology. That is, the structure of the tree and its sub-trees does not allow any significant improvement. TASA does not improve as well, because its performance depends on the traffic load [12].

Our results in Matlab show that by allowing up to four aggregated packets and up to four channel offsets we outperform TASA marginally. An increase of channel offsets provides further improvement, but it depends on our tree structure. This is an interesting topic for further research as well.
TABLE II
SIMULATION PARAMETERS IN COOJA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Time 10 minutes</td>
</tr>
<tr>
<td>Coordinator</td>
<td>1</td>
</tr>
<tr>
<td>Nodes</td>
<td>15 (see Fig. 6)</td>
</tr>
<tr>
<td>Packet rate per node</td>
<td>1 packet/s</td>
</tr>
<tr>
<td>NET Routing</td>
<td>RPL Lite</td>
</tr>
<tr>
<td>MAC MSDU</td>
<td>102 bytes</td>
</tr>
<tr>
<td>Payload</td>
<td>25 bytes</td>
</tr>
<tr>
<td>Slotframe size</td>
<td>20 time slots</td>
</tr>
<tr>
<td>Time slot duration</td>
<td>10 ms</td>
</tr>
<tr>
<td>Channel offsets</td>
<td>4</td>
</tr>
<tr>
<td>Maximum aggregated packets</td>
<td>4</td>
</tr>
<tr>
<td>PHY Frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Channel Model</td>
<td>Unit Disk Graph</td>
</tr>
</tbody>
</table>

Fig. 6. The implemented scenario in Cooja.

B. Simulation in Contiki-NG with Cooja

We implemented ECTS in Contiki-NG and evaluated its operation using several node deployments in Cooja. We would like to share some interesting results using the CSMA/CA mode of Contiki-NG as a baseline. The depicted network in Fig. 6 consists of one coordinator and 15 nodes in tree topology. The slotframe has 20 time slots and each time slot has a duration of 10 ms. The payload is 25 bytes. Please see Table II for the simulation parameters.

Based on our findings in Matlab, we allow up to four channel offsets and up to four aggregated packets. Our slotframe here has 20 time slots. This is not the optimal slotframe size for ECTS, but it is nonetheless a reasonable choice, since we can accommodate an adequate number of transmissions and have a fair comparison with CSMA/CA. Next, we present some indicative results, captured after the dissemination of the schedule, in order to highlight the benefits of ECTS in terms of latency.

Fig. 7 shows the latency for each node when all nodes use CSMA/CA at the link-layer, and Fig. 8 shows the latency for each node using ECTS. While CSMA/CA has very good results, the results of ECTS are much more interesting. They show that every node enjoys a deterministic, low latency, about 50 ms delay. Thanks to packet aggregation, ECTS imposes fairness in terms of latency. This is an intuitive result, since we group more than one payload and transmit them together.

The exact amount of latency using ECTS depends on the slotframe size. For example, see the outliers in Fig. 8. We notice that some children of node 2 suffer from an occasional additional delay. This happens in the unfortunate case where a packet is not delivered for any reason, e.g. a transmission error. In such cases, the next opportunity for transmission is in the next slotframe. Thus, there is an additional delay of 20 slots × 10 ms = 200 ms. If a packet contains more than one payload, this delay affects more than one node.

We presented some indicative results to illustrate the strengths and weaknesses of ECTS. Our results in Cooja are for a specific configuration, hopefully enlightening. We noticed that the structure of the tree if of great importance. Actually, this may serve as a motivation for further research, in order to build more balanced trees in terms of traffic and topology. We believe that the enforcement of fairness suits Industrial IoT well. A real-time industrial system is evaluated as a whole, not by the performance of each sensor node separately!
V. PRELIMINARY TESTS

As this work is a part of an ongoing project, Looming Factory, we would like to report that the first experimental trials on our Zolertia based testbed were successful. Fig. 9 shows one of our tests. We use an Orion Router as the coordinator and RE-Motes as nodes. A larger scale test is being prepared by our project partners, in order to collect sensor data in an industrial environment.

The ECTS implementation used in our trials is the same that has been validated with Cooja, so the results were more or less as expected. However, in our implementation, there is still much room for improvement regarding the dissemination of the schedule, which currently occupies two time slots of the slotframe.

VI. CONCLUSION

ECTS targets industrial applications in tree topology and exploits both TSCH and packet aggregation. We achieved some remarkable results in terms of schedule compactness and latency, by allowing up to four channel offsets and up to four aggregated packets. Our only assumption is that parent nodes are willing to help their children. Eventually, it appears that this is beneficial for every node. We believe that ECTS is a feasible, easily implemented scheduling approach for the future real-time Industrial IoT.
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