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Abstract 
Artificial Intelligence and machine learning are becoming more and more popular as years go by, and 
these technologies are opening lots of opportunities for our society in every way possible. To bring 
these powerful tools closer to the biological investigation field, we have developed a web application 
CRISPR-Analytics (CRISPR-A), a tool that analyses and simulates gene editing experiments to help 
with the evaluation and design of the study. Additionally, my aim was to also make part of the analysis 
of CRISPR-A automatic, faster and more efficient by building a predictive model that can classify the 
sequences of reads based on the modifications that happened in each of them. The data used for the 
construction of the model will be taken from papers that use gene-editing techniques like Prime Editing, 
Base Editing or Homologous Directed Repair, and from the users of the web application CRISPR-A. 
The selection of the model is based on performance against a set of toy datasets, the model selected 
was Random Forest. While the optimization and training of the parameters were performed using the 
dataset from different studies, the external validation was done using the data given by the users of 
CRISPR-A. Regarding the parameters used in the model, there have been almost no changes from the 
initial selection. Finally, the web application was successfully completed, thus allowing users to design 
and analyse their experiments with the tools developed, while the model was partially developed more 
time is needed for the external validation and its introduction as a feature for CRISPR-A. 
Supplementary information:  https://synbio.upf.edu/crispr-a/, https://github.com/olmopolmo/Final_De-
gree_Project/. 

1 Introduction 
Clustered regularly interspaced palindromic repeats (CRISPR) is a 

powerful tool that has allowed us to edit DNA sequences as we desire. The 
way CRISPR performs these editions is well known and composed of two 
elements, the Cas (CRISPR Associated) protein —which takes the role of 
the molecular “scissors”—, and a gRNA —which directs the Cas protein 
to the desired region of the genome—. Once the system gets to the target 
location, it performs a DBS (double-strand break) to trigger the cell's nat-
ural repair mechanisms. From here, two paths are possible: NHEJ (non-
homologous end joining) —which will probably result in not desired mod-
ifications such as insertions and deletions— or HDR (homologous di-
rected repair) —which consists of filling the gap based on a short DNA 
sequence that will act as a template—. This template sequence has the 
modification we want. Genetic engineering has witnessed a before and af-
ter with CRISPR-Cas9, which has opened up an almost limitless number 
of new opportunities. On top of CRISPR in 2019, David R.Liu developed 
the Prime Editing technique, Prime editing consists of three elements. 
First, uses the same "scissors" as CRISPR the Cas protein, with a 

modification that cuts only in one of the two DNA strands. The second 
element is a reverse transcriptase, an enzyme that generates a DNA se-
quence using RNA as a template. The third element is an RNA fragment, 
called pegRNA (prime editing guide RNA), which has two main func-
tions. On the one hand, It tells the Cas protein where to cut and also, acts 
as a template for DNA synthesis by reverse transcriptase. Moreover, an-
other technique called Base editing emerged to offer precise single base 
changes, again this technique uses three components to perform the de-
sired mutation, the Cas protein, a gRNA to tell the Cas where to cut, and 
a base converting enzyme which performs the desired edit. The introduc-
tion of these powerful techniques generated an exponential growth of 
CRISPR-related experiments leading to an overload of data and therefore 
a need to evaluate it and visualize the results and analysis in a way that is 
comprehensible for different scientific fields. 

From these needs, tools such as CRISPResso2 (29) —“a tool that allows 
for an accurate quantification and visualization of the CRISPR results 
providing an evaluation for the effects on coding sequences, non-coding, 
and off-target sites'' (Pinello et al., 2016)—, CRIS.py (2) —“a python-
based program which analyses NGS (Next Generation Sequencing) data 
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for knock-out and multiple user-specified knock-in modifications from 
one or many edited samples'' (Connelly and Pruett-Miller, 2019)—, 
CRISPR-GA (3) —“a CRISPR based technology which offers a platform 
that presents a quality assessment of a genome editing experiment” (Güell, 
Yang and Church, 2014)—, CRISPRpic (11) “An algorithm created to an-
alyse the sequencing reads for the CRISPR experiments via counting ex-
act-matching and pattern-searching.” (Lee, Chang, Cho and Ji, 2020) and 
crispRvariants (12) “A comprehensive R-based toolkit (CrispRVariants) 
and an accompanying web tool (CrispRVariantsLite) that resolve and lo-
calize individual mutant alleles concerning the endonuclease cut site.” 
(Lindsay et al., 2016) emerged over the years to fulfil these needs. How-
ever, these tools show some limitations. As an example, these tools do not 
include interactive plots, template sequence discovery, simulations to help 
in design, benchmarking, reference identification, clustering or noise sub-
traction. From these necessities appears CRISPR-Analytics —an updated 
and improved version of CRISPR-GA (3)—. 

1.1 CRISPR-ANALYTICS 

CRISPR Analytics (CRISPR-A) emerges as an evolution of CRISPR-GA 
(3), the first NGS-based method for gene-editing assessment. CRISPR-A 
is a very versatile and user-friendly tool that offers a wide range of cus-
tomizable parameters that can make the analysis of the investigator’s data 
easier and more precise. CRISPR-A offers the option to evaluate the re-
sults from a variety of single-cut experiment methods, including Base Ed-
iting (BE), Prime Editing (PE), and Homologous Directed Repair (HDR), 
among others. Moreover, if the reference sequence is not provided the ap-
plication will search for an appropriate new reference to be used. CRISPR-
A has been my main job, since July 1st of 2021, in the synthetic biology 
laboratory at UPF. I contributed to its front-end development and visuali-
zation of results. From here I was able to start developing my predictive 
model to then become an additional feature that the application could of-
fer. Currently, the web of CRISPR-A is available for the public with the 
warning of being a beta version (https://synbio.upf.edu/crispr-a/). To this 
day we are constantly receiving feedback from the users about issues and 
suggestions, to improve the client interface, the algorithm efficiency and 
the visualization of the results. 

1.2 Model building 

As said, while the reference can be obtained without the user providing it, 
we cannot state the same for the template sequence. It would be helpful to 
perform a prediction based on machine learning algorithms to be able to 
analyse without the user providing the template sequence. This predictive 
model would make the application more flexible; moreover, it might help 
detect modifications that initially would have been ignored or wrongly 
classified by the base algorithm. On top of that, the analysis of the reads 
would also be faster, given that a predefined model would be in charge of 
the classification. 
The current CRISPR-A algorithm arranges reads into 11 groups: deletions, 
deletions inframe, deletions outframe, insertions, insertions inframe, in-
sertions outframe, delins, indels, template-based modification, substitu-
tions, and wild types, along with their respective percentages against the 
total amount of reads and also showing the microhomology patterns that 
have led to deletions. 
The bioinformatics team of translational synthetic biology and I discussed 
the potential to be able to predict these groups based on the protospacer, 
reference, and the reads that the user provides —which in theory is possi-
ble, given that some clear patterns show us which reads have suffered the 
desired modification and which do not—. The objective of this project 

would be to participate in the development of CRISPR-A and create a ma-
chine learning algorithm that can predict template modifications having 
only the reference —given by the user or the algorithm—, the reads and 
the gRNA. The model should be able to predict the template modification 
regardless of which approach has been used to make the template modifi-
cation —Homologous Directed Repair (HDR), Prime Editing (PE) or Base 
Editing (BE)—. The first step will be to select the optimal model for the 
problem hence we can later optimise the chosen model and its parameters. 
Machine learning is a branch of artificial intelligence based on self-learn-
ing algorithms. These self-learning algorithms are really powerful tools 
that can be used to assess biological problems, especially those related to 
prediction and discovery, such as genomic features. We can classify the 
algorithms that machine learning offers into 6 groups: Text analytics, Mul-
ticlass Classification, Regression, Two-Class classification, Image classi-
fication, and Clustering, all of which can be easily applied to the biological 
world. For the aim of my project, both clustering and multiclass classifi-
cations were initially considered. 

1.2.1 Decision Trees & Random Forest 

Decision Trees are supervised algorithms that classify data by asking 
questions —usually, yes-no questions—. Each question of the Tree is a 
node, and from this node, two children appear, a no-child and a yes-child. 
From each child, the Decision Tree asks a new question, generating more 
branches until we reach the leaves, that would correspond to each of the 
possible classifications that can occur. Due to this process, the algorithm 
is very dependent on the selection of the questions. Moreover, a small 
change in the input data may cause a big change in the structure of the 
tree. The good part about Decision Trees is that they are easily interpreta-
ble. The data is also classified quickly once computed, and both categori-
cal and numerical data can be used in the training process. 
One big issue with decision trees is overfitting. To overcome this problem, 
the usage of Random Forests can provide robustness. In the Random For-
est, an algorithm creates several trees that have different questions (nodes) 
and are uncorrelated between them. The best-performing tree is selected 
from all of the selections. 

1.2.2 Neural Networks 

The structure of Neural Networks is based on the neural connections of 
the human brain. This algorithm is used for classification, although it only 
allows numerical data to be introduced. The structure of the Neural Net-
work is divided into 3 blocks: the input layer, one or more hidden layers, 
and the output layer. Each of these layers is made of several nodes that are 
connected to the following layer. 
The problem with Neural Networks is that they only accept numerical 
data. Therefore, there are clear limitations when choosing the parameters 
that describe my data set. 

1.2.3 Principal Component Analysis (PCA) 

This algorithm is used to reduce the dimensionality of a given data set 
while trying to keep the maximum amount of variation. The dimensional-
ity of the data gets reduced to the principal components (PC) which are 
indeed linear combinations of the original variables. Taking some of the 
principal components can explain most of the variation in our data, allow-
ing us to then plot the data based on these PCs and try to identify differ-
ences and similarities to group them. The main problem with PCA is in its 
simplicity, as quantifying the variation in one direction ignores other pos-
sible directions. 

1.2.4 t-Distributed Stochastic Neighbor Embedding (tSNE) 
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tSNE is an unsupervised algorithm designed to visualise high-dimensional 
data. And its usage after the dimensionality reduction of PCA is highly 
recommended, as it seems to increase the performance of the tSNE. In the 
case of tSNE, the hyperparameters of perplexity, the number of steps and 
epsilon will add an extra layer of complexity to the model. The problem, 
however, is that tSNE is used for unsupervised data-frames and it only 
accepts numerical data. 
The problems for PCA and tSNE are suited for unsupervised data and only 
accept numerical data. Nevertheless, I could see if the classifications of 
the reads could be done using these clustering algorithms if the appropriate 
parameters are given. 

1.2.5 Uniform manifold approximation and projection (UMAP) 

Once more, this method is very useful for high dimensionality. UMAP 
tries to group in clusters based on the distance of “neighbourhoods” in the 
dataset, aiming to reduce the dimensionality as much as possible while 
preserving the “neighbourhoods”. The problem with it is that the distances 
between points are harder to interpret. However, UMAP shows some ad-
vantages. The most important one is memory usage. It requires less 
memory than tSNE and preserves better the overall structure of the data 
when clustering. 

 

All these approaches seem likely to lead to good results, given that they 
are the most suitable to assess the classification and analysis of reads and 
their modifications. I plan to go over all of these techniques to find those 
that truly work and pick the optimal one from those. Once we obtain the 
optimal tool the next and final step will be to build the dataset from which 
I will optimise the parameters and build the optimal predictive model. 

2 Methods 

2.1 CRISPR-A 

CRISPR-A web link: https://synbio.upf.edu/crispr-a/ 

2.1.1 Pipeline 

In order to run, the CRISPR-A pipeline needs the following parameters: 
One or two fastq files —Depending if the sequencing was done as Paired-
end or Single-End— containing the reads which can either be simulated 
or uploaded, a protospacer sequence (optional), the template sequence 
(optional), and a reference sequence (optional). If the reads uploaded are 
paired-end, we use PEAR (19) to merge them, then using FastQC (18) and 
Cuatadapt (20) we detect and cut the adapters. After performing an initial 
quality control using fastq_quality_trimmer from fastx-toolkit (28), an 
adapted version of the extract_umis.py script from the pipeline_umi_am-
plicon pipeline (provided by NanoporeTech https://github.com/na-
noporetech/pipeline-umi-amplicon) is used to obtain UMI sequences from 
the reads. Vsearch (21) is then used to cluster UMI sequences. UMIs are 
polished with minimap2 (22) and racon (23) and consensus sequences are 
obtained with minialign and medaka. The reads are aligned using BWA-
MEM (25), instead of the amplicon reference sequence. Next, we can find 
the reference if it isn't provided by using samtools (24), bedtools (27) and 
custom scripts. Afterwards, the amplicon sequence is oriented in the same 
direction as the gRNA, after which the reads are aligned against the refer-
ence using minimap2 (22). Custom scripts can then be used to extract 
some comparable data. Through the scripts, variant calling, error 

correction, and noise subtraction are performed. The variant calling pro-
cess is based on the cigar from the alignment between the reads and the 
reference using some scripts. From these results we generate some tables 
and plots.  

 2.1.2 Visualization 

Based on the results, we display all plots and tables on a results page, sub-
dividing the page into different categories. Two tables (Fig.1) summarise 
the core parameters, such as the number of editions per class (Template-
based, Indels, Delins, Insertions, Insertions Inframes, Insertions Out-
frames, Deletions, Deletions Inframes, and Deletions Outframes), the 
number of Aligned Reads, the number of Clustered Reads, the number of 
Adapters, the total number of reads, the number of reads that were merged, 
and the number of reads that went through the quality filter. 

 

Fig. 1. Summary table of the samples processed. 

Additionally, each sample has a button that displays the IGV interface 
with the reads, provided by the user, aligned against the amplicon se-
quence. Thanks to the IGV the user has access to a more detailed descrip-
tion of their reads, moreover it allows the user to have a first visualisation 
of the quality of its alignment and get a picture of their results. In addition, 
the reads are sorted by insertion size in descending order. 

 

Fig. 2. IGV interface of sample HCAS9-TRAC-A. 

Then a heatmap with Jensen distances of indel positions and length show-
ing how related are the samples given by the user. 
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Fig. 3. Heatmap comparing Jensen distances between samples. 

Moreover, for each sample, we show three pie charts showing a summary 
of the pre-processing, the percentages of the reads that went through the 
quality filters, and the editions that we observed. 

 

Fig. 4. Pie charts showing the Edition summary of sample HCAS9-TRAC-B. 

Following these plots, we dig deeper into the modifications separately. 
Our interactive plots allow users to take a closer look at their analysis: we 
show them the frequencies of the positions where deletions/insertions 
started, and next to that, a plot of the sizes of the deletions/insertions. In 
addition, the user can select which microhomology patterns are shown in 
the plot, and zoom on the desired regions. 

 

Fig. 5. A, Barplot showing the percentage for the starting position for deletions per position 

in the sequence. B, Barplot representation of the percentage of deletions sizes. 

 

Fig. 6. A, Barplot showing the percentage for the starting position for insertions per position 
in the sequence. B, Barplot representation of the percentage of insertion sizes. 

Using the previous plot as a starting point, we created an accumulative 
plot that represents all the modifications frequency by position. Here the 
user can also select the region of interest, and the graph will calculate 
again the percentage of modifications that represent the new region, addi-
tionally, it will display only the modifications with start or end positions 
within the range selected. 

 

 

 

Fig. 7. Accumulative plots, count from the start position to the end of the modification, 
making the y axis represent the number of modifications per position divided by the total 
amount of Deletions or Insertions. 

2.2 Model Selection 

2.2.1 Background 

The first step is to look at the current pipeline of the CRISPR-A applica-
tion to see which parameters are calculated and which files are available 
before the classification algorithms run, the available parameters are the 
following: cut site (numeric), the reference sequence, and the bam file cre-
ated from the alignment of the reference against the reads. 

The Bam file is the central pillar of the data frame, it provides three col-
umns: the CIGAR, position where the alignment begins, sequence, and the 
name/id of the sequence. —To simplify the columns will be called cig, 
pos, seq, and qname respectively. — 

2.2.2 Planning 

This is all the a-priori information that is available to me, from here I will 
take 11 toy data sets and obtain all the data mentioned earlier. 

A B 

A B 
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Now comes the thinking part, from these variables how do I get significant 
parameters to properly train the models? Discussing with the team we 
reached a list of properties that could be useful: 

 Size: Size of the modification. (numeric) 

 Modification: What modification is present in the CIGAR. 
(categorical) 

 Distance to cut site: How far is the modification from the cut 
site. (numeric) 

 GC content: percentage of GC content in the sequence. (nu-
meric) 

 Frequency: How many times do the same modification and se-
quence appear. (numeric) 

 Wild type similarity: A score of the alignment of each se-
quence against the wild type. (numeric) 

 Group: The variable that has the actual modification of the se-
quence, will be used to test the accuracy of the models. (cate-
gorical) 

 Base Modification: In the case of substitution which was the 
change. (categorical) 

The idea is to get and merge all the information and parameters mentioned 
so far, from each toy data set, into a data frame using RStudio.  

2.2.3 Data frame creation 

I will list how I should obtain the different parameters listed in the previ-
ous point. 

 Size: For deletions and insertions is straightforward by taking 
the number of the CIGAR that is followed by a “D” (for dele-
tions) and “I” (for insertions). In the case of wild types I de-
cided to assign size 0, and for substitutions, I take the number 
of consecutive substitutions that are nearest to the cut site. —
The problem with substitutions is that it is very likely that in 
the extremes of the sequences there is some noise in the form 
of unwanted substitutions. — 

 Modification: Again, for the deletions and insertions there is 
no problem if the character is a “D” the modification is set to 
“del” if it is an “I” the modification is set to “ins”. If there is 
any substitution in a range of 20 nucleotides upstream and 
downstream then I classified it as a substitution “sub”, if not 
the sequence is classified as wild type “wt”. 

 Distance to the cut site: I obtain the start of the modification by 
looking at the number of “M” after “I” or “D” in the cigar for 
insertions and deletions, for substitutions I use the first position 
where the substitution happened, and in the case of wild types 
I set this variable to length of the sequence. Then by subtract-
ing the start of the modification to the cut site I can easily ob-
tain the distance. 

 GC content: percentage of GC in the sequence. 

 Frequency: Using the function in RStudio Freq() I can get this 
parameter.  

 Wild type similarity: Doing a pairwise alignment of each se-
quence against the wild type this value is easily obtained. 

 Group: This is obtained by running the whole algorithm of 
CRISPR-A on the toy data sets. 

 Base Modifications: If there is no substitution this parameter 
has the value “-“. It is obtained by simply looking at the change 
that happened in the sequence. 

Once all these parameters are computed for the toy data sets, I will save 
them in a CSV file just to save time. 

2.2.4 Pre-processing 

Before any testing, the data frame built from the parameters explained ear-
lier will be treated. Cleaning the data by eliminating every row that con-
tains NAs and normalising the numerical values. 

Creating a train and test data frame containing 70% and 30% of the toy 
data frame respectively. —Given that this is a toy data frame I will not use 
any external validation for the models, nonetheless, when I reach the point 
of using the real data some extra considerations in the pre-processing will 
be taken into account. — 

2.2.5 Model Comparison 

To compare the models, I will calculate the accuracy of each. The ones 
with higher accuracy will be used later with real data, the idea of this toy 
data is only to see which models are useful. The optimization of which 
model and which parameters are optimal will be performed with real data 
sets. 

2.3 Model Creation 

2.3.1 Data research 

Once the model is selected, the priority goes to finding a real and big da-
taset with all the elements and characteristics that are known to be impact-
ful to the model. The dataset must include prime editing (PE), base editing 
(BE), and homology-directed repair (HDR) data. Moreover, in the case of 
PE and HDR, subsets of deletions, insertions, and substitutions are needed. 
To fulfil this need I started to read several articles and look forward to 
finding a paper that has done CRISPR modifications —with either PE or 
HDR— so I could get the data. This turned out to be way harder than 
initially expected, most of the papers didn't have the data that they used 
for the experiments in a way that can be used for a bioinformatician. Two 
papers https://www.nature.com/articles/s41586-019-1711-4, and 
https://www.nature.com/articles/s41587-021-01133-w had an insane 
amount of data from both PE and HDR, enough to build my model. 

2.3.1 Data 
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The data set built for the train and test of the model contains a total of 580 
samples; from HDR a total of 187 samples, 138 substitutions, 25 insertions 
and 24 deletions, for PE a total of 433 samples, 318 substitutions, 42 in-
sertions and 42 deletions. The real dataset will be treated to have the same 
parameters as the toy datasets with a small but very significant change. 
The previous “Modif” parameter was used as a variable in the formula for 
building the Random Forest, however, turned out to be much more effi-
cient to previously separate the data frame based on the “Modif” column 
and do 3 different Random Forest one for deletions, one for Insertions and 
one for substitutions. 

2.3.1 Preprocessing 

To perform appropriate testing, I will first pre-process the data, in a similar 
approach as the one taken for the toy data, I will get rid of the rows that 
contain NA and normalise all the numerical values. From here the plan is 
to distribute the dataset in the following manner 60% for training 30% for 
testing and the remaining 10% that will remain untreated for the external 
validation. 

2.3.1 Testing 

To test the model, we will apply the same approach as what we did to 
select the model. However, this time I will iterate with the same model 
making changes or additions to the dataset parameters to obtain more ac-
curate results.  

GitHub link: https://github.com/olmopolmo/Final_Degree_Project/. 

3 Results and Discussion 

3.1 Model Selection 

3.1.1 PCA 

 

Fig. 8.  PCA results from the toy dataset. Scatter plot where each dot represents the 

classification of each group of sequences. Each colour corresponds to a different classifi-

cation: red for deletions “del”, green for insertions “ins”, cyan for template-based modifi-

cation “om” and purple for wild types “wt”. 

When running PCA over the toy dataset the results were surprisingly bad, 
it seemed that the wild type was differentiable. Nonetheless, I cannot state 
the same for the other modifications, these cannot be clustered using PCA. 
Therefore, I decide to discard any further approach with PCA. 

3.1.2 tSNE 

.  

Fig. 8.  tSNE results from toy dataset. Scatter plot where each dot represents the classi-

fication of each group of sequences. Each colour corresponds to a different classification: 

red for deletions “del”, green for insertions “ins”, cyan for template-based modification 

“om” and purple for wild types “wt”. 

tSNE did not show any better results than PCA. The wild type was sepa-
rated from the rest. The other modifications are not clustered using this 
approach. In the case of tSNE, I played with the parameters of perplexity 
and number of steps but it d0069d not change the results. I discard the 
usage of tSNE for this project 

3.1.3 UMAP 

 

Fig. 8.   UMAP results from toy dataset. Scatter plot where each dot represents the clas-

sification of each group of sequences. Each colour corresponds to a different classification: 

red for deletions “del”, green for insertions “ins”, cyan for template-based modification 

“om” and purple for wild types “wt”. 

Using UMAP seems the same case as tSNE and PCA, only the wild types 
are distinguishable. 

Due to the results obtained with all the clustering methods, I can confi-
dently say that for the classification that my project tries to approach, the 
clustering methods are not good approaches. 

3.1.4 Artificial Neural Network 
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Table 1.  Results of Neural Network algorithm 

Modification Del Ins Om Wt 

Del 215 0 0 0 
Ins 1 13 0 0 
Om 1 0 2 0 
Wt 0 0 0 4 

The string “om” refers to the objective modification that is the same as template 
modification 

Artificial Neural Networks seem to go in a better direction. Even though 
these results are not good, maybe by giving a bigger dataset and some 
extra parameters this model could work. 

3.1.4 Random Forest & Decision Trees 

Table 2.  Results of Random Forest algorithm 

Modification Del Ins Om Wt 

Del 215 0 0 0 
Ins 0 14 0 0 
Om 0 0 3 0 
Wt 0 0 0 4 

The string “om” refers to the objective modification that is the same as template 
modification 

We saw that both Decision Trees and Random Forest gave the best results, 
with 100% accuracy over the toy samples (obviously these results are a 
product of overfitting, but these tests are not to build the model but to see 
which is better). Knowing that Random Forest offers’ a more robust algo-
rithm against the overfitting I decided that would become the main algo-
rithm to build the model. 

3.2 Final Model Results 

3.2.1 Random Forest – Deletions & Insertions 

Table 3.  Results of Random Forest algorithm against Deletions 

Modification Del Om 

Del 75 0 
Om 0 11 

The string “om” refers to the objective modification that is the same as template 
modification 

 

 

 

Table 4.  Results of Random Forest algorithm against Insertions 

Modification Ins Om 

Ins 53 0 
Om 0 12 

The string “om” refers to the objective modification that is the same as template 
modification 

We can observe that the accuracy of the Random Forest against the dele-
tions and insertions is 100% given that the data used had a wide variety of 
both deletions and Insertions I am quite comfortable with the generated 
model. 

3.2.2 Random Forest – Substitutions 

Table 5.  Results of Random Forest algorithm against Substitutions 

Modification Subs Om 

Subs 159 20 
Om 18 86 

The string “om” refers to the objective modification that is the same as template 
modification 

Even though the results aren’t bad, I am not comfortable with the results 
obtained. Parameters such as “cut_site_dist” and “size” turned out to be 
less significant for substitutions than for deletions and insertions, this 
might be because substitutions sizes were in the range of 1 to 4 bases, 
given the short sizes, it is more likely for random small mutations to con-
fuse the model. in this data frame which can lead to random small muta-
tions to confuse the model. Still, 86% of accuracy while not acceptable 
it’s close to the desired percentage, I believe that with the addition of other 
parameters and the removal of the less significant I can get to the desired 
accuracy of at least 90%.  

4 Conclusions 

CRISPR-Analytics was created to retrieve all kinds of events in NGS, to 
add flexibility to cover all genome tools diversity, to add simulations to 
aid in design and analysis, to add an interactive results interface that helps 
to receive a deeper understanding of your experiment, to detect errors, and 
to reduce noise. Almost all of these properties have been successfully in-
cluded in the web tool, and the properties left to be added are in the final 
stages of development. The purpose of the predictive algorithm for target 
sequences in CRISPR experiments was to add an extra layer of flexibility 
to the experiment, allowing the analysis of template-based modifications 
without the user providing the template itself. For deletions and insertions, 
100% accuracy was achieved, and for substitutions, 86% accuracy was 
achieved. To increase the accuracy of the substitutions model, I will mod-
ify the data frame and collect some more data to cover more types of sub-
stitutions.  
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