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Preface

Who investigates the work of scientists? Many organizations evaluate the 
work of scientists. The monitoring of the scientific work includes the ins-
titutional boards such as departments, faculties, and ethics committees that 
validate procedures to obtain grants, resources, or research licenses. 

Yet, despite the existence of a large bureaucratic apparatus, ‘researching 
on research’ (the researchers’ profession and their work ) commonly falls 
outside the agenda of both disciplines and researchers. Except for peer re-
view, and other formal practices, examining the scientific practice from an 
empirical perspective is not as attractive as other research objects.

How is science (and the scientists) facing the flourishing technological 
paradigms? Is scientific practice being affected by any ideological bias? 
How Open Science is contributing to more equal research and research 
careers? These are just a few questions raised by the presenters at the Meta 
Research Conference, MERE 2021.
 
The MERE Conference is an academic practice conducted every year by 
students of the Master’s Programs in Sound and Music Computing, Intelli-
gent and Interactive Systems, and Computational Biomedical Engineering 
of the Information and Communication Technology Department at Pom-
peu Fabra University.
 
The MERE 2021 is the result of an integrative assessment, the “Meta Re-
search Project”, that involves students of the Research Methods course 
to identify and evaluate the different elements that make up the scientific 
practice by researching research. For the MERE 2021 edition, the students 
have worked on a small piece of research to analyze: the principles and 
values ​​of science, the role of open science, scientific communication and 
outreach, and ethics in research. 



As part of the process, students have examined scientific research from an 
empirical perspective: they have systematized the literature, formulated 
hypotheses and questions, and validated them through observation or ex-
perimentation. Likewise, they have contributed to the evaluation process 
of their peers, and the academic debate during the conference. 

Both procedures and results of MERE 2021 have been of scientific qua-
lity. A total of 18 manuscripts were submitted and defended to the Mere 
Conference. The present proceedings book compiles the papers generous-
ly shared by their contributors, who in exchange, seek to support scientific 
dialogue, discussion, and reflection. 

We thank each student enrolled in the Research Method course and parti-
cipants of the MERE Conference 2021. We also appreciate the kindness of 
authors who granted their work to be part of this group publication.

Prof. J. Roberto Sánchez-Reina 
Prof. Davinia Hernández-Leo
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Race And Ethnicity Bias: Is machine learning a new form 
of discrimination? 

 
Daniel Cañadas Gómez, Miriam Caravaca Rodríguez and Paula Chaves Hernández 

 
Master in Computational Biomedical Engineering 

 
{daniel.canadas01, miriam.caravaca01}@estudiant.upf.edu, paula.chaves@upf.edu 

 

Abstract. Constant contributions to research in machine learning algorithms in 
the healthcare ambit are leading to improvements in health outcomes. These 
improvements can be, however, affected by the heterogeneity of the data used 
(diversity of patients) which, at the same time, depends on the difficulties to 
access to information of patients from different ethnic/racial groups (usually due 
to lack of the resources available). In this work we aimed to analyse recent 
publications from 2018 until now in Pubmed in the ambit of machine learning, to 
check if researchers are aware of this new form of discrimination. Our results 
indicate that there exists bias in a high percentage of the recent publications of 
machine learning in healthcare, and will still represent a problem of 
discrimination if new methodologies and data sets do not take it into account.   

Keywords: machine learning, discrimination, ethics, artificial intelligence, 
racism 

 

1. Introduction 

Digital health is rapidly growing in most medical environments. By 
definition, digital health combines technologies such as mobile health, 
telemedicine or wearable devices to perform a wide range of medical utilities, 
for instance diagnosing, treating or supporting clinical decisions. In this ambit, 
machine learning (ML) is emerging as a highly promising tool to automatise 
some of these processes, by reducing time, costs and doctors’ workload.  

Despite the wide use of ML nowadays, and the obvious importance of 
their good performance in clinical environments, there still exists some bias in 
their functioning, often related to the quality of the data used to train these 
models. One of these sources of bias are related to the ethnicity of the patients. 
For example, in The Lancet Digital Health, Sarkar et al [1], analysed whether 
there exists or not an implicit bias in clinical severity scores, in COVID-19 
patients in intensive care units. They found that there is a statistically significant 
difference across ethnicities, with a pattern of overprediction of mortality in 
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black people. This was also argued in A.Noseworthy et al. [2] and Turner Lee 
[3] who both express the necessity of reporting the performance of new 
machine learning health algorithms among diverse ethnic, racial, age and sex 
groups to avoid harming some of these groups and lead to new forms of 
discrimination. 

This racial profiling can also be seen in biomedical research. It has been 
reported that the statistical black:white mortality from heart failure ratio is not 
true. [4] Based on these inaccurate statistics, some companies are developing 
“race-specific” therapy for heart failure like BiDil, who claimed that “observed 
racial disparities in mortality and therapeutic response rates in black patients 
may be due in part to ethnic differences in the underlying pathophysiology of 
heart failure” (NitroMed2001b). They were basing their claim in some 
underlying biological factor and didn’t address any social or environmental 
factors. In research when “race” or ethnicity is used as an analytical variable, 
they rarely provide an explanation of how or why these variables are 
important.[5] This problem is acknowledged by some journals like Nature 
Genetics. Their solution is to oblige authors to “explain why they make use of 
particular ethnic groups or populations, and how classification was 
achieved.”[6] This may help to avoid the differences being explained by 
ethnicity or race and to increase research to root out social injustice in medical 
practice.[7] So, in order to claim for a type of research that also examines 
racial/ethnic discrimination is important to review the procedures, regulations, 
policies and rules and what is the discriminatory impact [8]. The decision 
making process can affect a huge number of lives and also have life-and-death 
consequences [9][10]. 

As we have stated, despite that the constant advances in research and, 
in the last years, in machine learning are improving healthcare worldwide, there 
is still a certain intrinsic bias in all these procedures. Considering this fact into 
these practices, would help to personalize and adapt each treatment and 
procedure among the data related to the patient characteristics, thus equally 
improving patients’ life quality. It is also possible that machine learning, when 
properly deployed, could help to resolve disparities in health care delivery if 
algorithms could be built to compensate for known biases or identify areas of 
needed research [3]. 

So the aim of this research is to explore if different machine learning 
researchers are facing this issue, by using heterogeneous data sets or adapted 
methodologies, and what further researchers must take into account to eliminate 
as much as possible this source of inequality. The objectives to accomplish are 
to analyse different ML articles in the ambit of healthcare and identify the 
proportion of researchers that are aware of this true problem, by analysing their 
data sets and methodologies. 
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2. Methodology 
As previously mentioned, there is an increasing need of detecting 

extrinsic sources of racial bias in recent machine learning algorithms, which 
could slowly convert medicine into a discriminative science. To detect whether 
recent machine learning algorithms are conditioned by this type of bias, 
carrying out a meta-analysis of the recently published articles could be very 
useful. First of all, we wanted to compare how different common sources of 
bias are taken into consideration in machine learning research in the ambit of 
healthcare. To do this, we searched in Pubmed 
(https://pubmed.ncbi.nlm.nih.gov/) the keyword machine learning, and 
constrained the search to a series of keywords, to analyse whether the age, sex, 
ethnicity and race of the subjects are considered when creating the different 
datasets to later train the algorithms. The keywords used for each type of bias 
can be found in Table 1. The number of publications containing each of the 
keywords was recorded. Pubmed is a prestigious free resource supporting the 
search and retrieval of biomedical sciences publications, with the main 
objective of improving health, so this first step would give an overview of how 
the different types of bias could be influencing the results in ML publications. 
 
 

Table 1. Keywords used to identify whether the different types of bias are 
considered or not. 

 
 

 
 
 
 
 
 
 
 
 
As a second step, we wanted to analyse more specifically the presence 

of ethnicity/racial bias in different Pubmed publications. To check this, 40 
different articles in the ambit of machine learning were selected from the 
Pubmed dataset. This selection was completely randomized, so as to avoid 
adding external sources of bias. The data is distributed over 4 years from 2018 
to 2021 with the analysis of 10 papers each year. These papers are referenced 
in Annex I.  

 
 

Bias Keyword 
Age Age OR ages 
Sex Sex OR male OR female 
Ethnicity Ethnics OR ethnicity 
Race Race OR racial 
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The aim of this second part of our investigation, was to identify if 
researchers are aware of the probability of ethnic or racial bias when carrying 
out their projects and determine how this certain probability is faced. To do so, 
different aspects were identified in the studied articles.  
 

First of all, we analysed the dataset used in each of the papers, and 
identified the location or locations in which the different data sets were created 
(country, hospital, whether the data comes from different parts of the world, 
etc.). Secondly, we checked if the data sets used in each project include patients 
from different ethnicities or races. In case they do, we checked if the data is 
balanced. An ethnicity/race balanced data set would include the same 
proportion of patients from different ethnicities/races, thus avoiding as much as 
possible this source of bias. Later, we analysed which of the articles took into 
account the possibility of bias by proposing alternative methods that would 
avoid this discrimination source, and which of them also validated their 
resulting algorithm in other countries (even if their data sets did not include 
different ethnicities/races, or the data was not balanced). Lastly, we identified 
if these articles, even when not considering the fact of ethnicity/racial bias, were 
taking into account other possible sources of bias, such as the age or sex bias. 
Those would give us an indicator about how concerned researchers are about 
racial bias in ML research. 

 

Table 2. Questions used to identify how the probability of ethnic/racial bias is 
addressed in the different analysed articles. 

 

 
 
 
 

Questions 
1 Where did they find the data? 
2 Does the data include patients from different races/ethnicities? 
3 If they do, is the data set balanced? 
4 Does the methodology consider this fact? 
5 Is the resulting algorithm validated in other countries? 
6 Does it mention the probability of bias? (As a limitation) 
7 Does it consider other types of bias? (Sex, age…) 
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3. Results 
 

To start with, as mentioned we firstly compared how much the most 
common types of bias are taken into consideration in machine learning 
publications since 2011. Results can be found in Figure 1. In Fig.1.A, we can 
observe how the number of publications including keywords related to the 
different types of bias are growing in the recent years. As this type of increase 
could also be due to the exponential increase of ML publications, Fig.1.B and 
Fig.1.C show the normalized prevalence (number of articles containing the 
keyword divided by the total ML articles) of sex and age, and race and ethnicity 
related keywords, respectively. We can observe clear differences between 
Fig.1.B and Fig.1.C. While the age and sex seems to be the most considered 
sources of bias (both appear in around a 15% and 20% of the publications, 
respectively), ethnicity and race seem to be in most of the cases overlooked. 

 
 
 

 
Figure 1. A. Presence of the keywords ethnic/ethnia, race, sex and age in the 
recently published articles in Pubmed, with respect to the year of publication. B. 
Normalized prevalence of sex and age keywords with respect to the number of 
publications in the ambit of machine learning each year. C. Normalized 
prevalence of race and ethnicity keywords with respect to the number of 
publications in machine learning. 
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As previously exposed, as a second step, we analysed 40 different 
machine learning publications in the ambit of machine learning, dated from 
2018 until now. Different indicators were extracted out of these papers, and 
were used to identify if there is still an intrinsic ethnicity/racial bias in artificial 
intelligence research. The extracted indicators, in the form of a pie chart, can 
be observed in Figure 2. 

 
First of all, we can see in Fig. 2.1. that sources of data in which machine 

learning algorithms were trained are mostly from the USA (47%) and Europe 
(42%). The next place in decreasing order is Asia (13%) with China being the 
majority (10%). Moreover, there weren't any articles that searched for data 
specifically in Africa, Australia or South-America. On the other hand, in 
Fig.2.4. we can see that the resulting algorithms, after being developed with the 
main source of data, are only validated in other countries in two articles out of 
the 40 we reviewed.  

 
Regarding if the data includes different ethnicities or races, we can see 

in Fig. 2.2. that 10 out of the 40 articles did include them, but out of these 
articles the data isn’t balanced, meaning that, the percentages of each ethnicity 
or race are not equilibrated. White people were found in all the cases to be the 
major part of the population used in these studies, while black people 
represented only a 0-18% of the total data.  

 
Finally, we also analysed if the papers did mention or take into 

consideration other types of biases apart from ethnicity or race bias. Fig. 2.3. 
shows that almost 78% of the papers take into account other types of biases, 
such as age or sex bias, by making equilibrated datasets (similar proportion of 
patients from different races/ethnicities) or mentioning the necessity of carrying 
further research to avoid possible biases. It can be seen then that there is an 
existing difficulty to collect data from patients from diverse race and ethnicities. 
The reason behind this fact, which was clearly identifiable in our meta-analysis 
could be the obstacles related to the lack of resources in certain parts of the 
world, as well as their laws and regulations. Although it is not always possible 
to deal with these obstacles, thus creating balanced data sets to train non-
discriminant ML algorithms, it is vital that researchers inform in their writings 
about the bias probability that, in an unavoidable way, it exists in their results. 
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Figure 2. 1. Sources of data used to train the models for the 40 analysed research 
projects. 2. Percentage of papers considering in their studies patients from 
different ethnicities/races. Out of the projects including different 
ethnicities/races, percentage of papers in which the amount of patients from the 
different ethnicities are balanced. 
3. Proportion of papers mentioning other types of bias, such as sex or age biases. 
4. Proportion of research projects which checked their developed algorithm later 
in other countries, with patients from other races or ethnicities. 
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4. Conclusion 
 

In this meta-research project we aimed at exploring if there exists an 
intrinsic bias in recent publications of machine learning in the ambit of 
healthcare. To do this, we firstly analysed the prevalence of different keywords 
associated with different types of bias in recent publications in the ambit of 
interest. Secondly, we selected 40 different articles in the same ambit and 
identified where did the data come from, if this data includes patients from 
different races or ethnicities, and if the algorithms are validated in other 
countries. We could conclude that race and ethnicity bias is still an existing 
discrimination problem that is not taken into account in most of the research 
projects, being rich countries from the European Union and USA the most 
common sources of data for these kinds of projects. We could also observe that 
researchers have difficulty, not only to extract high amounts of information 
from other countries to train their algorithms, but also to check later their 
developed models in all these countries. These problems could be due to a lack 
of resources in these parts of the world, cultural and political differences, 
among others. 
 

We can conclude that further work has to be done in order to be able to 
access to more diverse datasets considering the different types of bias, and also 
to make the scientific community aware of the existing problem of 
discrimination in machine learning, for instance by mentioning the certain 
probability of bias that exists in ML projects using unbalanced data. As seen, 
the first step to end up with this source of inequality is to start using 
heterogeneous datasets including patients with different age, sex and racial 
features. For this reason, it is a major priority to embrace the international 
cooperation to acquire heterogeneous and balanced datasets for machine 
learning training algorithms. Only this way, we will avoid transforming 
healthcare into a discriminative science. 
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Jul;28(7):593-603. doi: 10.1002/jhbp.972. Epub 2021 May 12. PMID: 
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Subsequent Surgery After Intramedullary Nailing for Tibial Shaft Fractures. J 
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Clinical Trial. JAMA. 2020 Mar 17;323(11):1052-1060. doi: 
10.1001/jama.2020.0592. PMID: 32065827; PMCID: PMC7078808. 
2. Kagiyama N, Piccirilli M, Yanamala N, Shrestha S, Farjo PD, 
Casaclang-Verzosa G, Tarhuni WM, Nezarat N, Budoff MJ, Narula J, Sengupta 
PP. Machine Learning Assessment of Left Ventricular Diastolic Function 
Based on Electrocardiographic Features. J Am Coll Cardiol. 2020 Aug 
25;76(8):930-941. doi: 10.1016/j.jacc.2020.06.061. PMID: 32819467. 
3. Pavel AM, Rennie JM, de Vries LS, Blennow M, Foran A, Shah DK, 
Pressler RM, Kapellou O, Dempsey EM, Mathieson SR, Pavlidis E, van 
Huffelen AC, Livingstone V, Toet MC, Weeke LC, Finder M, Mitra S, Murray 
DM, Marnane WP, Boylan GB. A machine-learning algorithm for neonatal 
seizure recognition: a multicentre, randomised, controlled trial. Lancet Child 
Adolesc Health. 2020 Oct;4(10):740-749. doi: 10.1016/S2352-4642(20)30239-
X. Epub 2020 Aug 27. PMID: 32861271; PMCID: PMC7492960. 
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PMC7731513. 
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Identifies Large-Scale Reward-Related Activity Modulated by Dopaminergic 
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2019 Oct 22. PMID: 31784354; PMCID: PMC7010544. 
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9. Liu X, Hou Y, Wang X, Yu L, Wang X, Jiang L, Yang Z. Machine 
learning-based development and validation of a scoring system for progression-
free survival in liver cancer. Hepatol Int. 2020 Jul;14(4):567-576. doi: 
10.1007/s12072-020-10046-w. Epub 2020 Jun 18. PMID: 32556865. 
10. Goldstein P, Ashar Y, Tesarz J, Kazgan M, Cetin B, Wager TD. 
Emerging Clinical Technology: Application of Machine Learning to Chronic 
Pain Assessments Based on Emotional Body Maps. Neurotherapeutics. 2020 
Jul;17(3):774-783. doi: 10.1007/s13311-020-00886-7. PMID: 32767227; 
PMCID: PMC7609511. 
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Epub 2019 Oct 25. PMID: 31707266; PMCID: PMC6931262. 

Meta Research Conference



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra14

8. Gadalla AAH, Friberg IM, Kift-Morgan A, Zhang J, Eberl M, Topley 
N, Weeks I, Cuff S, Wootton M, Gal M, Parekh G, Davis P, Gregory C, Hood 
K, Hughes K, Butler C, Francis NA. Identification of clinical and urine 
biomarkers for uncomplicated urinary tract infection using machine learning 
algorithms. Sci Rep. 2019 Dec 23;9(1):19694. doi: 10.1038/s41598-019-
55523-x. PMID: 31873085; PMCID: PMC6928162. 
9. Advanced Analytics Group of Pediatric Urology and ORC 
Personalized Medicine Group. Targeted Workup after Initial Febrile Urinary 
Tract Infection: Using a Novel Machine Learning Model to Identify Children 
Most Likely to Benefit from Voiding Cystourethrogram. J Urol. 2019 
Jul;202(1):144-152. doi: 10.1097/JU.0000000000000186. Epub 2019 Jun 7. 
PMID: 30810465; PMCID: PMC7373365. 
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Abstract. Artificial intelligence has demonstrated efficiency and improvements 
regarding its use in healthcare. However, accumulating evidence demonstrates 
the impact of bias, which reflects social inequality on the performance of 
algorithms in healthcare. In this study, the consideration of bias in the Medical 
Image Computing and Computer Assisted Intervention grand challenge is 
analyzed to have an insight in the consideration of bias and its mitigation. A 
total of 349 papers were examined, from which 90 commented on the 
importance of bias. Although bias and solutions could be correlated into 
different fields, the different bias-mitigating solutions seem to have a place in 
standardization. Thereby, this study gives early insights towards standardization 
of solutions for AI bias and encourages future research for providing “fair” 
application of AI in healthcare. 

Keywords: bias, healthcare, artificial intelligence, standardization, 
segmentation, machine learning 

1 Introduction 

Artificial Intelligence (AI) aims to imitate the proper functions of the human 
cognitive. Demonstrated efficiency and improvements in AI have caused an increase 
in its use in healthcare, powered by increasing availability of healthcare data and 
rapid progress of analytics techniques [1]. Indeed, image segmentation and machine 
learning (ML) are techniques that have widespread in medical fields. Segmentation 
has an essential role in computer-aided diagnosis systems attracting researchers to 
implement new medical image-processing algorithms [2]. Moreover, ML is an 
essential and effective tool for analysing highly complex medical data [3]. Because of 
the increase of AI applications in healthcare, competitions have been generated with 
the purpose of comparing methodologies given a particular task [4, 5]. Competitions 
are one of an increasing number of initiatives to achieve scientific progress by sharing 
data and comparing methods. The existence of repositories [6] allows researchers to 
use this data to train algorithms that they have created, with the aim of improving 
segmentation and cancer extraction between others. However, competitions serve 
more purposes than a comparative study of a range of algorithms on a common 
database. They also provide a snapshot of which methods are currently popular and in 
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the case of publishing the data and the algorithm used to perform a task, it can help 
for future projects, since they can be found in multiple state-of-the-art studies [5]. 

1.1 The Medical Image Computing and Computer Assisted Intervention 
(MICCAI) grand challenge 

The performance of competitions has increased over the years, giving rise to the 
development of the Medical Image Computing and Computer Assisted Intervention 
(MICCAI) grand challenge, which was first organized in 2007 [7]. Since the first 
MICCAI competition, challenges have become an integral part of the MICCAI 
conferences. Furthermore, the datasets have become widely recognized as 
international benchmarking datasets and thus have a great influence on the research 
community and individual careers. Indeed, the impact of the challenges has increased 
so much that the development of these competitions is even a source of journal 
articles. 

However, while the publication of papers in scientific journals and prestigious 
conferences, such as MICCAI, undergoes strict quality control including peer-
reviewing, the design and organization for the participation in challenges do not [7, 
8]. To perform these challenges, a training set is sent to the participants, who have 
some time to develop a methodology to accomplish the objective of the challenge, 
and then the algorithm is tested using a dataset that was not provided, with the aim of 
validating the performance in new data. In any case, those datasets have no explicit 
information in its quality and the consideration of bias when they were designed. 

1.2 Bias in AI in healthcare 

The increase of AI in healthcare has provoked recent awareness of the impacts of 
bias in AI algorithms and some doubts have been raised about the reliability of their 
use, especially because the algorithms may not be explainable in the same way that 
non-AI algorithms are [9]. And what is more, given the difficulty of explaining AI 
algorithms, reporting the bias affecting its outcomes is also a hard task. For a better 
understanding of the sources of these biases, Norori et al. [10] propose breaking down 
the different incomes of the bias into subcategories, so that they can be readily 
identified. At a great scale, the sources of the bias can be divided into: data-driven, 
which means that collected information is not representative for the human population 
as a whole, but only for a specific group of people or scenario; algorithmic, for which 
bias appears once the algorithm is trained, so they are harder to identify; and human, 
in which the problem is not about the used methodology, but on its subjective use by 
the researchers and its interpretation, mainly related with socioeconomical biases such 
us ethnicity, gender and sexual orientation [10]. 

Accumulating evidence demonstrates the impact of bias that reflects social 
inequality on the performance of algorithms in healthcare. Given their intended 
placement within healthcare decision making more broadly, they require attention to 
adequately quantify the impact of bias and reduce its potential to exacerbate 
inequalities [11]. Several studies with AI-based diagnostics have already shown social 
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or statistical bias in the reported results in the real-world application, such as the 
Framingham Study risk factors which has been used for decades to predict risk of 
suffering a cardiovascular disease [12-15]. 

To solve that, several efforts are being put into establishing a framework for 
reducing the bias in AI healthcare, or at least being able to detect and report it. On the 
one hand, different processes are emerging for mitigating the impact of bias on 
current predictions and reducing its impact over time, such as data regularization or 
outcomes analysis [9, 16]. On the other hand, major regulatory institutions such as the 
European Commission are regularly updating guidelines like the Coordinated Plan on 
Artificial Intelligence for avoiding bias in AI-healthcare [17]. However, all the 
proposed guidelines and processes for diminishing the presence of biases in AI-
healthcare are still at its infancy, as shown by the fact that they need to be regularly 
updated to be effective. Therefore, there is a need for having a better-defined 
regulatory framework from which bias can be advised, corrected, and avoided. 

Having highlighted the importance of the presence of bias in a model when 
translated to the real clinical application, this meta-research aims to assess how bias is 
being reported and addressed in AI and healthcare in a transversal way, across 
different tasks and applications. More concretely, it is sought to make a critical 
analysis of past MICCAI challenges in the segmentation and ML fields, since 
segmentation tasks are the most common ones in MICCAI challenges and ML has 
proven to be an essential and effective tool for AI implementations [18, 19]. By 
quantifying how many of these projects are considering bias when developing a 
model in the healthcare field, it is intended to clear out which areas have raised more 
awareness about the impact of bias, and to point out which are the currently proposed 
solutions, establishing if they are enough and determining which paths should be 
followed to have safe and ethical use of AI-based tools. 

More information on how these questions are addressed can be found in the 
following sections. Firstly, in the Methods section, a brief and concise description of 
the process followed for acquiring the data and analyzing it is given. Then, Results 
are presented in forms of graphs and are contextualized in the Conclusions of the 
paper, in which the different inferences lead to the proposal of new guidelines on how 
to address bias in AI-healthcare. 

2 Research methodology 

For the development of this study, an exhaustive search for bias in the MICCAI 
conference proceedings of 2020 and 2021 was performed. The volumes analyzed 
were those regarding segmentation tasks and ML applications which are of great 
interest in the clinical field as discussed in the Introduction [2, 3]. Table 1 shows the 
number of papers included in the MICCAI challenges of 2020 and 2021 for the 
corresponding volumes. Once the information was collected, results were analyzed in 
Microsoft Excel 3651 and ideas were proposed in order to solve the bias problem. 

 
1 Software available in https://www.microsoft.com/es-es/microsoft-365/excel  
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Table 1. MICCAI conference proceedings volumes analyzed. The year, volume 
and number of papers for each volume can be found. 

MICCAI year Volume Number of papers 
2020 I: Machine learning 81 
 IV: Segmentation 79 
2021 I: Image Segmentation 69 
 II: Machine Learning 1 60 
 III: Machine Learning 2 60 

 
The analysis of the MICCAI proceedings was based on an advanced OR search 

looking for the presence of synonyms that indicated the existence of bias in the 
challenges. The word selection leaded to the consideration of the following concepts: 
bias, inequality, prone, race, racial, gender, sex, economy and economic; based on 
principal synonyms for “bias” and specific concepts that are correlated with bias in 
the literature. Once works considering bias were identified, they were further 
analyzed to be fit in different classifications for the drawing of conclusions. On the 
one hand, papers were subdivided in three categories depending on the type of bias 
they presented (data-driven, algorithmic and human), according to the classification 
proposed by Norori et al. [10] seen at the Introduction; and on the task they were 
performing, based on the finding of tasks through the reading of the papers. On the 
other hand, a further classification of the considered papers was performed by only 
considering those that applied some type of correction for reducing the bias. From 
those, a classification between the ones corrected by refining the data or modifying 
the algorithm was also performed. For an overview of the process, see Figure 1. 

 

Figure 1. Workflow followed for the study of the bias in the MICCAI challenges 
of 2020 and 2021. Firstly, 349 papers were analyzed using an OR search to find 
the existence of bias. Secondly, according to the presence of synonyms of bias, 
they were classified into bias considered or not considered. Finally, the ones that 
commented on the importance of bias were organized based on the type of bias, 
the type of task and the type of correction if done. 
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3 Results 

349 papers from the Segmentation and ML Volumes of the 2020 and 2021 
MICCAI challenges were considered, of which 90 considered bias based on the OR 
search described in the Research methodology section (see Appendix section for the 
list of found papers). Those considering bias could be further classified into the type 
of bias that they presented, having 44 papers with algorithmic bias, 41 papers with 
data-driven bias and 5 papers with human bias (see Figure 2). 

 

Figure 2. Bias quantification, classification and correction in Segmentation and 
ML tasks in MICCAI's 2020 and 2021 challenges. The left pie chart shows the 
percentage of papers that mention or not bias. From the ones that mention bias, 
the right stacked chart prompts the type of bias in the bars, and how it was 
corrected is shown in the stacked regions of each bar. 

79% of the papers considering bias presented a type of correction, either an 
algorithm modification (64%) or data refinement (15%). The resting 21%, mentioned 
the presence of bias, but did not propose any methodology to correct it (see Figure 3). 
Figure 2 also shows percentages of how bias was corrected depending on the type of 
bias that was present in each paper, revealing non-significant differences between the 
general distribution of types of correction and the distribution in each of the types of 
bias, except for the human bias, for which there are not enough examples to drive a 
significant correlation. 

After reading the papers mentioning bias, 5 general AI tasks were observed in the 
works from the ML volumes, more than a half corresponding to segmentation task. 
Next, classification and data harmonization tasks are present in a similar percentage 
(13,3% and 12,2%, respectively), followed by detection and other tasks (6,7% and 
5,6%, respectively). 
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Figure 3. Distribution of types of bias correction. From the papers that 
commented on the existence of bias, percentages of those corrected by data 
refinement, algorithm modification or that have only considered the existence of 
bias, but not corrected it. 

 

Figure 4. Distribution of AI tasks. From the papers that commented on the 
existence of bias in the ML volumes, percentages of those that performed a 
classification, detection, data harmonization, segmentation, or another task. 
Inside other tasks there are included: regression, registration, calibration, data 
augmentation, clinical reports and evaluation of performance. 

4 Conclusions 

The main objective of the present study is to determine if bias is really being 
considered when developing a model intended for a healthcare application due to its 
important concerns in safety and efficiency and, consequently, to its translation into 
the real world. The AI pipelines mainly contain three possible points of intervention 
to mitigate unwanted bias: the training data, the learning procedure, and the output 
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predictions, and these are associated with three corresponding classes of bias 
mitigation strategy: pre-processing (data correction), in-processing (algorithm 
correction), and post-processing (output prediction correction) [20]. By taking that 
into account, this meta-research seeks to quantify the types of bias in a reference 
challenge such as MICCAI, and to provide examples of how they are addressed to 
better define a strategy for mitigating bias. 

Only 90 (26%) of the 349 papers considered in this study commented on the 
importance of bias, as shown in Figure 2. This prompts the lack of consideration of 
bias in studies, even when talking on peer-reviewed articles. But what is more, from 
the 26% that commented on the importance of bias, a total of 19 (21%) papers only 
considered the presence of bias (see Figure 3), without trying to overcome this issue. 
This is translated into a direct spreading of bias inside the scientific community, as 
long as publications without mentioning bias may be considered for future works that 
can exacerbate the bias, and those that mention the bias but do not correct it may 
encourage other researchers on following the same path. In any case, there are still 
79% of papers mentioning bias that include a solution, and that are further analyzed to 
draw conclusions. 

The majority of the correction of bias (64%) was faced by an algorithmic approach 
(see Figure 3), such as presenting a new method or architecture of the network [21]; 
defining a new loss metric [22] or using some concreted kernels to avoid bias [23]. A 
15% presented a solution implicated with the data processing correction (see Figure 
3), for instance the refinement of the data (increase of the resolution or the quality) 
[24]; an increase of the data labeled by experts [25]; the augmentation of data [26]; 
dealing with imbalanced data [27]; a preprocessing to eliminate some kind of the bias 
before using any algorithm [28]; a selection of data to avoid using the data that 
presents low quality [29]… among a long list of other possible methods depending on 
the data. However, none of the papers presented an example of a post-processing 
solution, being the reason why it was not taken into consideration for the 
classification of bias correction groups. 

According to the classification of bias, the great majority was defined as 
algorithmic (49%) and data driven (46%). Algorithmic biases include, among others, 
the inductive bias associated to the structure of neural networks [30, 31, 32] or the 
type of cost function in which the optimization algorithm is based on [33, 34]. 
Regarding the data-driven bias, the most repeated ones are those regarding the 
imbalance of the data [30, 35, 36, 37]; not enough realistic data; or bad 
representations of the real distribution of a studied problem [38, 39]. However, human 
bias was almost unconsidered: only 5 out of the 349 papers talked about it and, of 
them, only 3 dealt with it (see Figure 2). Although the models presented in these 
challenges are not thought to be immediately applied to real world problems, there 
should be some space to consider possible biases, and human ones should be further 
highlighted. The assessment of the performance of a model should surpass the train 
and test usual methodology if “fairness” wants to be achieved in this kind of 
algorithms. More concretely, different studies have presented problems by not 
considering the differences between socioeconomic status [40, 41]. These studies 
assumed that medical expenditures equate to healthcare needs, leading to black 
patients being less likely to be identified by the algorithm as candidates for potentially 
beneficial care programs than white patients, who had the same number of chronic 
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illnesses. In one of these cases [40], remedying this disparity would increase the 
percentage of black patients receiving additional help from 17.7 to 46.5%. AI models 
are starting to be deployed in the real world, hence it is essential that the benefits of 
AI are shared equitably according to race, gender and other demographic 
characteristics, and so efforts to ensure the fairness of deployed models have 
generated much interest [20, 42]. 

Besides segmentation tasks being the most common ones in MICCAI challenges, it 
has been seen that most ML applications that consider and correct bias are intended 
also for segmentation (62%) (see Figure 4). This may be due to the importance of 
preventing bias in segmentation because of the close relation it has with clinical 
problems. Developing automatic, accurate, and robust medical image segmentation 
methods has been one of the principal problems in medical imaging as it is essential 
for computer-aided diagnosis and image-guided surgery systems. Segmentation of 
organs or lesions from a medical scan helps clinicians make an accurate diagnosis, 
plan the surgical procedure, and propose treatment strategies. In Figure 4, it is also 
highlighted other ML applications that considered bias: classification (13%), 
detection (7%) and data harmonization (6%). Other applications found are 
registration, calibration, regression, data augmentation, clinical reports, evaluation of 
the performance. 

Overall, there is a huge combination of processes that can mitigate the impact of 
bias on current predictions and reduce its impact over time, some of them already 
implemented in the reviewed articles. Among them, analyzing the training set to 
ensure its suitability for the project; reviewing the inputs to test their correctness; 
evaluating the predictions so that they are grounded in reasonable feature values; 
incorporate new outcomes into future predictions to overcome historical bias; 
encourage to transparency and comprehensiveness when writing protocols for trials 
that evaluate AI interventions and when reporting its results… [7, 43]. And besides 
recommendations and guidelines, there have been also proposed different approaches 
and standards to measure the risk of bias of a study, i.e., PROBAST (Prediction 
model Risk Of Bias ASsessment Tool), a tool for assessing the risk of bias (ROB) and 
applicability of diagnostic and prognostic prediction model studies; or surveys of the 
different methodologies that can be applied to the most common problems in AI, i.e., 
a recent one concerning the ML field provided by Mehrabi et Al. [16, 44]. 

Despite all the proposed tools, the main hurdle to achieve fairness in AI is to find a 
standard way to quantify and address bias due to the amount of heterogeneity of the 
algorithms and the source of bias that the training data can contain if used, among 
others. In line with this work, human bias seems to be the hardest to overcome not 
only because it is less identified, but also because of its nature, since it affects the 
basis of the model design, and hence can be present in other non-AI fields. However, 
this problem must not be put aside, and if bias cannot be solved, at least some kind of 
measurement and comments regarding the possibility of bias should be provided, to 
be able to evaluate the concerns of its applicability. 

After an exhaustive revision of the state-of-the-art it seems that the basis towards 
fairness in AI are being established. From the papers which addressed bias and the 
state-of-the-art review, it can be seen that there is a vast source of bias and possible 
solutions to it. The most prominent source but also solution of bias is the algorithmic 
one, which can be interpreted as a bottleneck for standardization. However, this can 

Meta Research Conference



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra24

also be taken as an advantage for treating biased data. In healthcare, data has a limited 
accessibility due to the data protection of the patient, heterogeneity in procedures, 
different machine acquisition, etc. These factors are mainly unmodifiable, forcing 
researchers to apply algorithm modifications to deal with this, so the observed 
quantifications match with the expected. In any case, efforts towards generating high-
quality healthcare databases that can be easily shared should not be substituted by 
algorithmic solutions, as they are proving to be a real breakthrough towards fairness 
in AI [10]. 

All in all, this study provides a quantification of in which scale bias is being 
considered and how it is usually addressed depending on the causation source. 
Apparently, this problem is not being conceived with the relevance that it should, 
since from addressing bias, it depends on fairness in AI. In any case, the methodology 
is based only on a few volumes of the MICCAI challenges, so further revisions of 
other volumes, challenges and even keywords for the OR search should be considered 
to have a broader view of the state of bias in AI healthcare applications. From 
commented solutions for bias, standardizations to mitigate AI bias should go towards 
strategically deploying AI and carefully selecting underlying data. However, 
commitment by the researchers to understand the sources of bias is also needed, and 
meta-research projects such as the presented one should go hand in hand with 
regulatory committees that provide guidelines on how to manage research without 
spreading bias implications. If everything above could be accomplished, addressing 
bias could allow AI to reach its fullest potential by helping to improve diagnosis and 
prediction while protecting patients. 
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5 Appendix 

The revised papers, corresponding to those which contained some of the key 
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VIII. Bône A., Vernhet P., Colliot O., Durrleman S. (2020) Learning Joint Shape and 
Appearance Representations with Metamorphic Auto-Encoders. In: Martel A.L. 
et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12261. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59710-8_20  

IX. Qin Y. et al. (2020) Learning Bronchiole-Sensitive Airway Segmentation CNNs 
by Feature Recalibration and Attention Distillation. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_22  

X. Varsavsky T., Orbes-Arteaga M., Sudre C.H., Graham M.S., Nachev P., Cardoso 
M.J. (2020) Test-Time Unsupervised Domain Adaptation. In: Martel A.L. et al. 
(eds) Medical Image Computing and Computer Assisted Intervention – MICCAI 
2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12261. Springer, 
Cham. https://doi.org/10.1007/978-3-030-59710-8_42  

XI. Bozorgtabar B., Mahapatra D., Vray G., Thiran JP. (2020) SALAD: Self-
supervised Aggregation Learning for Anomaly Detection on X-Rays. In: Martel 
A.L. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12261. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59710-8_46  

XII. Bateson M., Kervadec H., Dolz J., Lombaert H., Ben Ayed I. (2020) Source-
Relaxed Domain Adaptation for Image Segmentation. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_48  

XIII. Unnikrishnan B., Nguyen C.M., Balaram S., Foo C.S., Krishnaswamy P. (2020) 
Semi-supervised Classification of Diagnostic Radiographs with NoTeacher: A 
Teacher that is Not Mean. In: Martel A.L. et al. (eds) Medical Image Computing 
and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. Lecture 
Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_61  

XIV. Yang H., Shan C., Kolen A.F., de With P.H.N. (2020) Deep Q-Network-Driven 
Catheter Segmentation in 3D US by Hybrid Constrained Semi-supervised 
Learning and Dual-UNet. In: Martel A.L. et al. (eds) Medical Image Computing 
and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. Lecture 
Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_63  

XV. Chen C. et al. (2020) Realistic Adversarial Data Augmentation for MR Image 
Segmentation. In: Martel A.L. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. Lecture Notes 
in Computer Science, vol 12261. Springer, Cham. https://doi.org/10.1007/978-3-
030-59710-8_65  

XVI. Venturini L., Papageorghiou A.T., Noble J.A., Namburete A.I.L. (2020) 
Uncertainty Estimates as Data Selection Criteria to Boost Omni-Supervised 
Learning. In: Martel A.L. et al. (eds) Medical Image Computing and Computer 
Assisted Intervention – MICCAI 2020. MICCAI 2020. Lecture Notes in 
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Computer Science, vol 12261. Springer, Cham. https://doi.org/10.1007/978-3-
030-59710-8_67  

XVII. Gonzalez Duque V., Al Chanti D., Crouzier M., Nordez A., Lacourpaille L., 
Mateus D. (2020) Spatio-Temporal Consistency and Negative Label Transfer for 
3D Freehand US Segmentation. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_69  

XVIII. Hemsley M. et al. (2020) Deep Generative Model for Synthetic-CT Generation 
with Uncertainty Predictions. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_81  

XIX. Zhou Y., Chen H., Lin H., Heng PA. (2020) Deep Semi-supervised Knowledge 
Distillation for Overlapping Cervical Cell Instance Segmentation. In: Martel A.L. 
et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12261. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59710-8_51  

XX. Ye J. et al. (2020) Synthetic Sample Selection via Reinforcement Learning. In: 
Martel A.L. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2020. MICCAI 2020. Lecture Notes in Computer 
Science, vol 12261. Springer, Cham. https://doi.org/10.1007/978-3-030-59710-
8_6  

XXI. Zheng H. et al. (2020) Cartilage Segmentation in High-Resolution 3D Micro-CT 
Images via Uncertainty-Guided Self-training with Very Sparse Annotation. In: 
Martel A.L. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2020. MICCAI 2020. Lecture Notes in Computer 
Science, vol 12261. Springer, Cham. https://doi.org/10.1007/978-3-030-59710-
8_78  

XXII. Lee H., Jeong WK. (2020) Scribble2Label: Scribble-Supervised Cell 
Segmentation via Self-generating Pseudo-Labels with Consistency. In: Martel 
A.L. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12261. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59710-8_2  

XXIII. Wei D., Cao S., Ma K., Zheng Y. (2020) Learning and Exploiting Interclass 
Visual Correlations for Medical Image Classification. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12261. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59710-8_11  

XXIV. Cui H., Xu Y., Li W., Wang L., Duh H. (2020) Collaborative Learning of Cross-
channel Clinical Attention for Radiotherapy-Related Esophageal Fistula 
Prediction from CT. In: Martel A.L. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. Lecture Notes 
in Computer Science, vol 12261. Springer, Cham. https://doi.org/10.1007/978-3-
030-59710-8_21  
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VOLUME IV: Segmentation 
I. Wolleb J., Sandkühler R., Cattin P.C. (2020) DeScarGAN: Disease-Specific 

Anomaly Detection with Weak Supervision. In: Martel A.L. et al. (eds) Medical 
Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_2  

II. Boot T., Irshad H. (2020) Diagnostic Assessment of Deep Learning Algorithms 
for Detection and Segmentation of Lesion in Mammographic Images. In: Martel 
A.L. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12264. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59719-1_6  

III. Lin JY., Chang YC., Hsu W.H. (2020) Efficient and Phase-Aware Video Super-
Resolution for Cardiac MRI. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_7  

IV. Dong G. et al. (2020) TexNet: Texture Loss Based Network for Gastric Antrum 
Segmentation in Ultrasound. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_14  

V. La Rosa F. et al. (2020) Automated Detection of Cortical Lesions in Multiple 
Sclerosis Patients with 7T MRI. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_57  

VI. Song Y. et al. (2020) Shape Mask Generator: Learning to Refine Shape Priors for 
Segmenting Overlapping Cervical Cytoplasms. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_62  

VII. Dai C. et al. (2020) Suggestive Annotation of Brain Tumour Images with 
Gradient-Guided Sampling. In: Martel A.L. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2020. MICCAI 2020. 
Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_16  

VIII. Mo S. et al. (2020) Multimodal Priors Guided Segmentation of Liver Lesions in 
MRI Using Mutual Information Based Graph Co-Attention Networks. In: Martel 
A.L. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2020. MICCAI 2020. Lecture Notes in Computer Science, vol 12264. 
Springer, Cham. https://doi.org/10.1007/978-3-030-59719-1_42  

IX. Jiang X. et al. (2020) Multi-phase and Multi-level Selective Feature Fusion for 
Automated Pancreas Segmentation from CT Images. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_45  
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X. Sun J., Darbehani F., Zaidi M., Wang B. (2020) SAUNet: Shape Attentive U-Net 
for Interpretable Medical Image Segmentation. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_77  

XI. Shirokikh B. et al. (2020) Universal Loss Reweighting to Balance Lesion Size 
Inequality in 3D Medical Image Segmentation. In: Martel A.L. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2020. 
MICCAI 2020. Lecture Notes in Computer Science, vol 12264. Springer, Cham. 
https://doi.org/10.1007/978-3-030-59719-1_51  

5.2 MICCAI 2021 

VOLUME I: Segmentation 
I. Xu Z. et al. (2021) Noisy Labels are Treasure: Mean-Teacher-Assisted Confident 

Learning for Hepatic Vessel Segmentation. In: de Bruijne M. et al. (eds) Medical 
Image Computing and Computer Assisted Intervention – MICCAI 2021. 
MICCAI 2021. Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_1  

II. Zhang Y., Liu H., Hu Q. (2021) TransFuse: Fusing Transformers and CNNs for 
Medical Image Segmentation. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_2  

III. Tang Y. et al. (2021) Pancreas CT Segmentation by Predictive Phenotyping. In: 
de Bruijne M. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes in Computer 
Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-030-87193-
2_3  

IV. Valanarasu J.M.J., Oza P., Hacihaliloglu I., Patel V.M. (2021) Medical 
Transformer: Gated Axial-Attention for Medical Image Segmentation. In: de 
Bruijne M. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes in Computer 
Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-030-87193-
2_4  

V. Wang J., Wei L., Wang L., Zhou Q., Zhu L., Qin J. (2021) Boundary-Aware 
Transformers for Skin Lesion Segmentation. In: de Bruijne M. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2021. 
MICCAI 2021. Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_20  

VI. Song Y., Yu L., Lei B., Choi KS., Qin J. (2021) Selective Learning from External 
Data for CT Image Segmentation. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_40  
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VII. Yu Z., Zhai Y., Han X., Peng T., Zhang XY. (2021) MouseGAN: GAN-Based 
Multiple MRI Modalities Synthesis and Segmentation for Mouse Brain 
Structures. In: de Bruijne M. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes 
in Computer Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-
030-87193-2_42  

VIII. Shen Y., Jia X., Meng M.QH. (2021) HRENet: A Hard Region Enhancement 
Network for Polyp Segmentation. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_53  

IX. Chen Z. et al. (2021) A Novel Hybrid Convolutional Neural Network for 
Accurate Organ Segmentation in 3D Head and Neck CT Images. In: de Bruijne 
M. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2021. MICCAI 2021. Lecture Notes in Computer Science, vol 12901. 
Springer, Cham. https://doi.org/10.1007/978-3-030-87193-2_54  

X. Yang J., Zhang Y., Liang Y., Zhang Y., He L., He Z. (2021) TumorCP: A Simple 
but Effective Object-Level Data Augmentation for Tumor Segmentation. In: de 
Bruijne M. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes in Computer 
Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-030-87193-
2_55  

XI. Yang J., Gu S., Wei D., Pfister H., Ni B. (2021) RibSeg Dataset and Strong Point 
Cloud Baselines for Rib Segmentation from CT Scans. In: de Bruijne M. et al. 
(eds) Medical Image Computing and Computer Assisted Intervention – MICCAI 
2021. MICCAI 2021. Lecture Notes in Computer Science, vol 12901. Springer, 
Cham. https://doi.org/10.1007/978-3-030-87193-2_58  

XII. Popordanoska T., Bertels J., Vandermeulen D., Maes F., Blaschko M.B. (2021) 
On the Relationship Between Calibrated Predictors and Unbiased Volume 
Estimation. In: de Bruijne M. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes 
in Computer Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-
030-87193-2_64  

XIII. Wei J., Hu Y., Zhang R., Li Z., Zhou S.K., Cui S. (2021) Shallow Attention 
Network for Polyp Segmentation. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_66  

XIV. Yang J., Hu X., Chen C., Tsai C. (2021) A Topological-Attention ConvLSTM 
Network and Its Application to EM Images. In: de Bruijne M. et al. (eds) Medical 
Image Computing and Computer Assisted Intervention – MICCAI 2021. 
MICCAI 2021. Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_21  

XV. Li L., Lian S., Luo Z., Li S., Wang B., Li S. (2021) Learning Consistency- and 
Discrepancy-Context for 2D Organ Segmentation. In: de Bruijne M. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2021. 
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MICCAI 2021. Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_25  

XVI. Ma Q., Zu C., Wu X., Zhou J., Wang Y. (2021) Coarse-To-Fine Segmentation of 
Organs at Risk in Nasopharyngeal Carcinoma Radiotherapy. In: de Bruijne M. et 
al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2021. MICCAI 2021. Lecture Notes in Computer Science, vol 12901. 
Springer, Cham. https://doi.org/10.1007/978-3-030-87193-2_34  

XVII. Zhou Y. et al. (2021) Learning to Address Intra-segment Misclassification in 
Retinal Imaging. In: de Bruijne M. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes 
in Computer Science, vol 12901. Springer, Cham. https://doi.org/10.1007/978-3-
030-87193-2_46  

XVIII. Nguyen T., Hua BS., Le N. (2021) 3D-UCaps: 3D Capsules Unet for Volumetric 
Image Segmentation. In: de Bruijne M. et al. (eds) Medical Image Computing 
and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture 
Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_52  

XIX. Shi J., Wu J. (2021) Distilling Effective Supervision for Robust Medical Image 
Segmentation with Noisy Labels. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_63  

XX. Ou Y. et al. (2021) LambdaUNet: 2.5D Stroke Lesion Segmentation of 
Diffusion-Weighted MR Images. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12901. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87193-2_69  
 

VOLUME II: Machine learning part 1 
I. Li H. et al. (2021) Imbalance-Aware Self-supervised Learning for 3D Radiomic 

Representations. In: de Bruijne M. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes 
in Computer Science, vol 12902. Springer, Cham. https://doi.org/10.1007/978-3-
030-87196-3_4  

II. Dufumier B. et al. (2021) Contrastive Learning with Continuous Proxy Meta-data 
for 3D MRI Classification. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_6  

III. Ouyang J. et al. (2021) Self-supervised Longitudinal Neighbourhood Embedding. 
In: de Bruijne M. et al. (eds) Medical Image Computing and Computer Assisted 
Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes in Computer 
Science, vol 12902. Springer, Cham. https://doi.org/10.1007/978-3-030-87196-
3_8  

IV. Zhao F. et al. (2021) Learning 4D Infant Cortical Surface Atlas with 
Unsupervised Spherical Networks. In: de Bruijne M. et al. (eds) Medical Image 
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Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_25  

V. Kamraoui R.A., Ta VT., Papadakis N., Compaire F., Manjon J.V., Coupé P. 
(2021) POPCORN: Progressive Pseudo-Labeling with Consistency 
Regularization and Neighboring. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_35  

VI. Wang R., Wu Y., Chen H., Wang L., Meng D. (2021) Neighbor Matching for 
Semi-supervised Learning. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_41   

VII. Wang K. et al. (2021) Tripled-Uncertainty Guided Mean Teacher Model for 
Semi-supervised Medical Image Segmentation. In: de Bruijne M. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2021. 
MICCAI 2021. Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_42  

VIII. Wang S. et al. (2021) CPNet: Cycle Prototype Network for Weakly-Supervised 
3D Renal Compartments Segmentation on CT Images. In: de Bruijne M. et al. 
(eds) Medical Image Computing and Computer Assisted Intervention – MICCAI 
2021. MICCAI 2021. Lecture Notes in Computer Science, vol 12902. Springer, 
Cham. https://doi.org/10.1007/978-3-030-87196-3_55  

IX. Sambaturu B., Gupta A., Jawahar C.V., Arora C. (2021) Efficient and Generic 
Interactive Segmentation Framework to Correct Mispredictions During Clinical 
Evaluation of Medical Images. In: de Bruijne M. et al. (eds) Medical Image 
Computing and Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. 
Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_58  

X. Liu X., Thermos S., O’Neil A., Tsaftaris S.A. (2021) Semi-supervised Meta-
learning with Disentanglement for Domain-Generalised Medical Image 
Segmentation. In: de Bruijne M. et al. (eds) Medical Image Computing and 
Computer Assisted Intervention – MICCAI 2021. MICCAI 2021. Lecture Notes 
in Computer Science, vol 12902. Springer, Cham. https://doi.org/10.1007/978-3-
030-87196-3_29  

XI. Yeung PH., Namburete A.I.L., Xie W. (2021) Sli2Vol: Annotate a 3D Volume 
from a Single Slice with Self-supervised Learning. In: de Bruijne M. et al. (eds) 
Medical Image Computing and Computer Assisted Intervention – MICCAI 2021. 
MICCAI 2021. Lecture Notes in Computer Science, vol 12902. Springer, Cham. 
https://doi.org/10.1007/978-3-030-87196-3_7  

XII. Huang Y., Lin L., Cheng P., Lyu J., Tang X. (2021) Lesion-Based Contrastive 
Learning for Diabetic Retinopathy Grading from Fundus Images. In: de Bruijne 
M. et al. (eds) Medical Image Computing and Computer Assisted Intervention – 
MICCAI 2021. MICCAI 2021. Lecture Notes in Computer Science, vol 12902. 
Springer, Cham. https://doi.org/10.1007/978-3-030-87196-3_11  
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Abstract. In May 2018 the European Union’s new data privacy and security
law, called the General Data Protection Regulation (GDPR), was put into effect.
This new regulatory framework is changing the way in which researchers in the
European Union have to deal with personal information in their daily work and
can potentially affect the quality of their research outputs. In this study we
analysed how researchers consider that the new GDPR is affecting their work in
terms of daily practices and productivity. To answer this question, a literature
review and a survey were conducted. The survey was distributed among senior
researchers in the European Union that work with personal data in different
fields. The answers show that, despite researchers recognizing that they have
had to make an effort to adapt to the GDPR, they consider that both research
quality and rate of production will not be significantly affected.

Keywords: GDPR, personal data, data privacy, scientific research.

1 Introduction

Research is of elemental importance to the prosperity and advancement of any
society [1]. It contributes to scientific knowledge, economic growth and can also be
used to address societal problems. Interestingly, research largely relies on the use of
data, and this often includes personal data. Personal data is data that relates to living
people from which they can be directly or indirectly identified. Consequently, access
to personal data is often a key factor in determining whether a research project is able
to proceed [2]. That is why regulatory frameworks and, specifically, data protection
frameworks play an important role in determining what research projects may be
conducted [3].

For all the Member States of the European Union the current data protection
framework is the European Union’s General Data Protection Regulation (GDPR).
This new framework is applicable as of May 25th 2018 and regulates the protection of
natural persons with regard to the processing of personal data and the free movement
of such data. Its aim is to homogenise the rules for all the Member States and to
reinforce data subject’s rights in a digitalised environment. However, it considers
scientific research a specific context of personal data processing where an equilibrium
between individual freedom and the freedom of research is required. Therefore, it sets
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rules that allow personal data processing and sharing when there is a public interest
[4].

Briefly, some of the most important rules the GDPR introduces are the following
[5]:

1. Data protection principles: data controllers must ensure that their processing
operations are secure, transparent and that privacy is taken into account at all
stages of processing.

2. Data subject rights: data controllers must facilitate the right of “erasure”
(commonly known as “the right to be forgotten”) and the right “to object to
processing” among others.

3. Administrative requirements: in most cases, data controllers must appoint a
Data Protection Officer and perform a data protection impact assessment.

4. Legal base: data controllers must ensure that there is a legal base for
processing, that is, a context in which the processing of personal data is
permitted.

One of the questions that arises after the application of the GDPR rules is how they
will impact the research field. We believe that getting an idea on how scientific
researchers feel about or have been affected by the GDPR will help to identify the real
impact of this regulation in their daily work, and such considerations should be taken
into account to make further adaptations of this or other laws regarding data
protection. Moreover, it may help to evaluate how effective has the divulgation been in
this industry and which will be the long-term impact on research production.

Although there are quite a lot of studies regarding the impact of the GDPR on
business [6, 7, 8], there are very few previous studies regarding the individual
perception towards GDPR. Delloit and Eurobarometer are an example of systematic
surveys aiming to explore the impact of GDPR on the relationship between
organisations and its clients, and the general awareness among Europeans of the
GDPR, respectively [9, 10].

Other studies try to answer the following questions: “What is the user’s perspective
on GDPR? Do they feel empowered indeed, and did the GDPR succeed in
strengthening individual rights and conveying a feeling of confidence and control?”
They used a questionnaire administered online by a large research institute in the
Netherlands. The results suggest the interviewees (N=1288) are aware of the law and
know at least some of the individual rights granted to them. However, they showed
reactance and doubt in its effectiveness [11]. Another study concerned with how
GDPR is perceived explored how perceptions and attitudes have changed after the
first year of compliance, from a marketing perspective [12]. To the best of our
knowledge, no effort has been made to explore individual perceptions in academic
research.

Riobó, Varela y Albajar, 2021



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra 41

Therefore, the aim of this project is to answer the following two questions: Are
senior researchers that work with personal data in the European Union aware of the
GDPR? How do they consider that the GDPR is affecting their work in terms of
research quality and rate of production? We hypothesized that senior researchers that
work with any kind of human data are aware of the GDPR implications and that their
rate of production, not the quality of their research, has been temporarily affected by
it. To test this hypothesis, we relied on previous studies in the literature and a survey
that we distributed among senior researchers in different research fields.

2 Research methodology

Participants and procedure:

The data used in this study was collected between November 1 and November 15,
2021 from an online survey. As the main goal of the study was to analyse the impact
of this legislation in researcher’s day-to-day work, other methods such as a scientific
production analysis were discarded. This survey consisted of 10 different questions
divided in 3 sections: general information, GDPR impact on your research
productivity and personal opinion about GDPR. For 6 of these questions a short
answer was required and for the other 4, the answer was a quantitative measurement
on a 1 to 5 scale. The survey was designed to take about 3 minutes to answer it. It was
sent to both teachers and students from different universities, taking into account that
it was meant to be answered by people who are currently working with personal data
in a research group.

A total of 25 answers were collected during this period of time. Because of the
motivation of this work, two conditions were set in order to select the most relevant
answers: they had to come from a senior researcher, as junior researchers have not
worked with previous legislations in this field, and these participants needed to be
working with personal data in the European Union. Out of the 25 participants, only 10
were selected for the analysis due to these restrictions. All the results obtained were
anonymized and only general questions about their research work were asked.
Distributions in terms of gender, age and education were not taken into account
because of the limited number of answers.

Measures:

General personal information was assessed with three questions: ‘What is your
research area?’, ‘Which type of personal data do you handle in your research group?’
and ‘How long have you been working with this type of personal data?’. The main
purpose of this section was to classify the answers according to the research field and
to discard those answers that came from junior researchers (less than 2 years of
experience) or from researchers that do not work with personal data procedures that
may be affected by the GDPR.
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“GDPR impact on the research work” section was aimed to reflect the degree to
which researchers are affected by this new legislation on their daily work in terms of
working methods adaptation, efficiency and rate of production. For this reason, four
questions were asked, with a 1-to-5 scale answer: ‘How familiar are you with GDPR
and its impact in scientific research?’, ‘How would you score the effort that has been
made in your research group and/or in your personal work to adapt to the new
regulations?, ‘Do you think GDPR is affecting the speed at which research outputs are
being published?’ and ‘How is GDPR limiting the ability to obtain the maximum
benefit out of your data?’. These last two questions aimed to evaluate the rate of
production and the quality of research, respectively. One last multiple choice question
was asked: ‘If GDPR is affecting your research production, do you think it will be a
transient or a permanent effect’?.

Finally, “Personal opinion about GDPR” section was aimed to both obtain a
general perception about the motivation of this law (‘How well do you think GDPR
preserves the equilibrium between protecting personal data while allowing its
processing for scientific research purposes?’) and to identify specific weaknesses in its
implementation (‘Is there any particular aspect in which you think this law is
ineffective?’). The answers consisted of a multiple choice and a short answer
respectively.

Advantages and drawbacks of the model:

The main strength of this approach is that, with an anonymous survey format we
can collect a quick perspective of the impact of GDPR in different fields coming from
several personal opinions. The main limitation of the project consisted of the limited
number of responses that were collected due to both the short period of time during
which it was carried out and the relatively low rate of response.

3 Results and discussion

This study describes the results of a panel survey (N=10). The answers for the
questions under the General personal information section of the survey were mainly
used for the purpose of validating the inclusion conditions for further analysis:
researcher with 2 or more years doing research and working with personal data.

The responses for the questions about GDPR impact on the research work are
presented in four histograms and one pie chart, Figure 1 to 5, below. None of the
participants that met the criteria were completely or very unfamiliar with GDPR
(Figure 1), and in general, they scored the adaptations being implemented in their
research group with 3 and 4 (Figure 2), meaning that they have been affected by the
regulation to some extent, as we have hypothesized. The responses are equilibrated at
medium levels on the level of affectation perceived towards the speed at which
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research outputs are being published (Figure 3), only one person thinks it is strongly
slowing down the production, while the rest equally distribute in levels 2, 3, 4.

The other aspect in which we thought the regulation could be affecting the research
was by limiting the ability to obtain the maximum benefit out of the data, however,
researchers didn’t agree on this matter, 40% opted for “no effect” and only one of
them qualified it as “very restrictive” (Figure 4). In the pie chart (Figure 5), we can
see the majority (60%) agreed that the impact of GDPR on their research production
will be transitive, that is, temporarily and a matter of adaptation. None of them think
that the regulation permanently restricts their work.

Figure 1. Bar graph for “How familiar are you with GDPR and its impact in
scientific research?”

Figure 2. Bar graph for “How would you score the effort that has been made in
your research group and/or in your personal work to adapt to the new
regulations?”
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Figure 3. Bar graph for “Do you think GDPR is affecting the speed at which
research outputs are being published?”

Figure 4. Bar graph for “How is GDPR limiting the ability to obtain the
maximum benefit out of your data?

Figure 5. Chart for “If GDPR is affecting your research production, do you think
it will be a transient or a permanent effect?”

In the Personal opinion about GDPR section, to the question: “In your personal
opinion, how well do you think GDPR preserves the equilibrium between protecting
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personal data while allowing its processing for scientific research purposes?” 30% (3
out of 10) responded that it is well balanced, while the remaining 70% agreed that it is
more focused on protecting data privacy than on preserving research production.
Finally, for the last question: Is there any particular aspect in which you think that this
law is ineffective or poorly formulated? not many responses were collected as it was
not mandatory, hence we selected only two for illustration purposes:

● “National and regional heterogeneities in data management based on different
levels of interpretation of the GDPR, and lack of integrated resources and
infrastructures to efficiently share data for research in full respect of GDPR.
These aspects are still limiting.”

● “It could be unfective as long as researchers do not get to know the overall
principles/aims as well as the institutional application for its fulfilment.”

Overall, the results indicate that divulgation of the GDPR among researchers has
been effective and, moreover, that the GDPR is not perceived as an impediment for
research. These conclusions are supported by the results presented in Figure 1, which
show that senior researchers that work with personal data in the European Union are
aware of the GDPR. In addition, Figure 2 and Figure 3 indicate that adaptation to the
GDPR has required an extra effort and has delayed some projects. However, Figure 4
and Figure 5 show that researchers perceive that both research quality and rate of
production will not be affected in the long-term.

Therefore, we validated the hypothesis: senior researchers that work with any kind
of human data are aware of the GDPR implications and that their rate of production,
not the quality of their research, has been temporarily affected by it. However, it is not
clear to what extent and which factors are being directly affected. This aspect,
therefore, remains to be investigated in future studies. Furthermore, future studies
could also include more researchers in the survey, which would strengthen the
evidence of the results.

4 Conclusions

From the literature study and the survey conducted, we concluded that senior
researchers that work with personal data in the European Union are aware of the
GDPR. In addition, although adaptation to the GDPR has required an extra effort and
has delayed some projects, researchers perceive that both research quality and rate of
production will not be affected in the long-term. Therefore, divulgation of the GDPR
among researchers has been effective and, moreover, the GDPR is not perceived as an
impediment for research. Overall, we consider that these findings are relevant since
there are very few studies in the literature that evaluate the impact of the GDPR from
the researcher’s point of view. Furthermore, the evaluation of data protection
frameworks is of great importance since research is a fundamental part of any society
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and it often relies on personal data. Future studies could include more researchers in
the survey to strengthen the evidence of the results.
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Abstract. Nowadays, everything is related to the economic power of a country.
But what is the relevance with Open Science? The aim of this research is to find
out whether there is an impact of the socio-economic background on open
science, and specifically to the number of publications that are produced every
year. In order to find out which is the relevance, we performed research
dedicated to two countries in a completely different rank in the GDP (Gross
Domestic Product) for the last three decades and compared our results
graphically. We came to the conclusion that indeed the impact of the
socio-economy is huge, but this is not the only factor that influences the
publications' productions.

Keywords: socio-economic background, GDP, publications’ production

1. Introduction

It is undeniable that the evolution of science is uneven depending on the
geographical location in which we are located. It is not only a matter of advancement
in a particular subject, but also a matter of multiple factors, be they economic, social,
or even political. We are no longer talking only about differences in the amount of
research, the above factors can affect the type and categories of studies that are carried
out.

Derived from traditional publishing, new terms have been coined, of particular
interest being the so-called 'colonization of information' [1].

During the last decades, the emergence of the Internet has made it increasingly
possible to bring the latest scientific discoveries closer to any part of the world, thus
giving rise to a globalization or democratization of information [1].
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1.1 Open Science, Open Data, Open Access

Open science constitutes a new concept in the scientific process, relying on
collaborative work and innovative ways of spreading knowledge with the use of
digital technologies and new collaborative tools. [2] The elements which shape open
science are: open methodology, open source, open data (OD), open access (OA), open
peer review, and open educational resources. Particularly for the library and
information field, the emphasis is most commonly placed on: Open research data and
open access to scientific publications. [3]

The definition of open access is: the practice of having the ability to have access
through the internet to scientific information without being charged and to also to
have the ability to reuse it. By providing the research results and making them
available to anyone, the science community, public, and profit industries can profit
greatly. [4]

When referring to open data, we mean data that can be published and accessed
without being charged or having authorization obstacles. However, nowadays, even if
the scientists consider the data that have been published as part of the scientific
community, a lot of publishers stick to the idea of copyrights over data and demand
permission in order to reuse the data. [5]

1.2  The impact of socio-economic backgrounds on open science.

The aim of this work is to study the impact that geographic location can have on
the number and characteristics of open access scientific publications. In addition, it is
studied whether this globalization of information is reflected in publication trends.

For this purpose, two European countries with different levels of wealth have been
selected to get a first idea of how these factors may have affected the number of
publications in the last few years.

Specifically, the study will take into account publications from the last three
decades for greater temporal relevance, i.e., publications from 1990 to the current
year, 2021.

As mentioned, wealth has been taken into account for the selection of two
European countries, based on Gross Domestic Product (GDP).

In addition, we wanted to study the progress in the discipline of astrophysics, due
to the fact that we are looking for the study of a subject not related to the professions
of first necessity, since it is more common to find publications of this nature.
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2. Research methodology

In order to answer our hypothesis, we imported data from Scopus, a
multidisciplinary bibliographical database. This database provides a lot of information
about publications such as articles, papers, references etc., as well as useful
information that can help us assess and measure scientific output. Consequently, it
appeared to be a simple and clear tool for us to:

● Create a new database with the target information from the filtered Scopus
platform.

● Make quantitative comparisons between the number of publications in the
countries of interest.

● Visualization of results, to make comparisons in progression trends and draw
conclusions.

2.1  Target selection.

In this work, before we turned to Scopus, we took into account the wealth of each
country in Europe based on nominal GDP. After studying their ranking, we decided to
choose one country with a high nominal GDP and one who was lower in the rank. As
a result, we selected Germany, the country with the highest nominal GDP in Europe
and the second highest in the world. On the other hand, the Czech Republic has been
chosen as it is usually ranked around 20th place in this index, depending on the year.
Despite this difference in the ranking, it should be noted that both countries are
considered high income countries, although in the case of the Czech Republic this
denomination is quite recent, according to the World Bank (Fig. 1).

Meta Research Conference



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra50

Figure 1. GDP (current US$) - Germany, Czech Republic

We specified our research in the area of Physics and specifically in the field of
Astrophysics so as to limit our boundaries as Physics has a lot of branches.

2.2  Filtering information through the Scopus platform.

Having the previous structure in our mind, we executed it in Scopus using the
following words in the search:

(“Astrophysics”) AND (LIMIT-TO(AFFILCOUNTRY,“Germany”) OR LIMIT-TO
(AFFILCOUNTRY,”CzechRepublic”)).

This implies that the filter being applied will return the results of publications
associated with the topic 'Astrophysics', in which there is an author affiliated with the
countries 'Germany' or 'Czech Republic'.

By conducting the search, a number of publications appeared. In particular 85.873
of publications resulted for Germany, and 8.110 for Czech Republic. Following this,
we decided to take the last 3 decades, from 1990 till 2021, into consideration as a
timeline in order to have a wide range during the passage of time which could be then
analyzed graphically by the tools of Scopus. We ended up with 84.157 publications
for Germany and 8.054 for Czech Republic. By taking these data, not only was it
possible for us to compare the number of publications between these two countries
and define the importance of the wealth factor (according to GDP) to them, but also
study the variance of publications during the passage of time and indicate some
factors (like big statements) that have led to it.
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3. Results

In accordance with the previous process followed, we got the results that are being
presented next. In order to better compare trends, data visualization has been used to
make progressions over time easier to analyze.

Figure 2. Trend in the number of publications on astrophysics in Czech Republic,
during the last three decades.

Figures 2 and 3 represent the number of publications in the Czech Republic and
Germany, respectively. The data obtained correspond to the last three decades and it
can be seen that, in both cases, the trend is increasing. Despite having similar trends,
the beginning of this growth occurs at different times, since in Germany the number of
publications begins to increase significantly from 1996 onwards, while in the Czech
Republic this happens in 2004, almost a decade later.

The graphs should be contextualized in the political circumstances of the countries
prior to these dates:

● In Germany, 1995 is the year in which many authors mark the end of the
country's economic reconstruction after the three decades of dictatorial rule
(1933-1989) and the withdrawal of Soviet forces from East Germany in
1994.
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● In 1993 the dissolution of Czechoslovakia took place and the Czech Republic
was formed, after the departure of the communist party from the government
in 1989 in the so-called Velvet Revolution. During these years, measures for
the economic incorporation into the European framework were implemented,
but it was not until 2004 that the Czech Republic entered the European
Union.

Figure 3. Trend in the number of publications on astrophysics in Germany,
during the last three decades.

It is of great relevance to mention the range of values in which the number of
publications in each of the two countries moves. While in the Czech Republic the
average number of publications per year is at 260, in Germany the average number of
publications increases to 2715.

Furthermore, it is worth noting that in both countries, although it is even more
noticeable in the Czech Republic (Fig. 2), there are three years in which the number
of publications shoots up, standing out from the rest. This happened in 2006, 2012
and 2018, which is due to three major milestones in the history of astrophysics in the
last century.

In 2006, Pluto came to be recognized as a minor-planet at the General Assembly of
the International Astronomical Union (IAU) held in Prague, Czech Republic, that year
[6].
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Later, in 2012, graphical evidence for the existence of black holes was published for
the first time, records of images of a supermassive black hole 2.7 million light-years
away swallowing a red giant were achieved. Also that same year, the deepest optical
view of space to date was obtained; in addition to obtaining the most detailed image
of the early Universe also known as the first existing light.

Finally, on November 5th 2018 the Voyager 2, travelling in a different direction from
Voyager 1, left the solar system, becoming the first interstellar probe [7].The Voyager
interstellar mission has the capability of collecting valuable interplanetary, and
eventually interstellar, scientific data on fields, particles and waves until about 2025.
In 2025, the spacecraft's ability to generate sufficient electricity to keep the science
instruments running will expire. [8]

Lastly, both graphs (Fig. 2 and 3) show a clear decrease in the number of publications
in the last year. We have assumed that this is due to the health emergency situation in
which we find ourselves since the end of 2019, which may have slowed down or even
paralyzed the research that was being carried out.

Conclusions

Taking everything into consideration, we can say that the socio-economic background
plays a massive role in the publication production. However, that is not the only factor
that determines this scientific spread, especially in the field of Astrophysics. We saw
that various phenomena, like a pandemic can easily reduce the export of publications
(as was noticed a decrease in both countries of our interest, when Covid-19 first
appeared). Moreover, we should take into account that we are comparing two
countries with a different size and different amount of population (83.24 million
people for Germany and 10.7 millions for Czech Republic), which gives a logical
meaning to that difference that occured.

In conclusion, when analyzing trends, it must always be taken into account that there
are many factors that can affect the facts we see in the data, there is no analysis
without contextualization. The situation in a country will undoubtedly affect the
research being done in that country, but thanks to globalization there are likely to be
trends in common. As seen, big scientific announcements can bring the top down and
reach to the peak the number of publications. It seems that, when it comes to science
and big “revolutions” , there are no discriminations and all scientists get triggered and
try to contribute to any possible extent.
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Appendix

This appendix includes other social and economic metrics with which we have
tried to explain the trends obtained in our study but which we have found to
have no apparent influence on them.

1.1 Labour force participation rate, total (%of total population ages 15+)

1.2  Government expenditure on education (% on GDP)
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Abstract: In this meta-research paper, we present a modern study on MIR
research by reviewing the past of copyright restrictions and identifying the main
problems that MIR face as a result of these regulations. We outline the different
approaches followed by MIR researchers to overcome these difficulties and the
solutions proposed by the community so far to improve the situation in the
following years. Then, we present a quantitative analysis to provide evidence
on the accessibility and validity limitations that exist in MIR research by
analyzing the datasets collected by ISMIR and focusing on the evolution of the
number of datasets published from 2000 and the number of full songs.
Additionally, we propose a categorization of the types of audio descriptors
present in the datasets containing only features. Our results confirm that in the
last years, the number of full songs openly available for the MIR community
has increased, however, validity of MIR research is still hindered by the huge
difference in the number of full songs between open datasets and private ones.
We also confirm by statistical analysis that the amount of datasets has
noticeably increased, especially the feature-based ones. Finally, we propose a
categorization of feature-based datasets and conclude that the types of audio
descriptors present are very varied in nature and also reflect the latest
advancements in MIR algorithms regarding musically-relevant data extraction.

Keywords: Music Information Retrieval, Copyright, Restrictions, Limitations,
Accessibility, Reproducibility, Validity, ISMIR, Datasets, Information Sources,
Pubic Domain, Creative Commons

1 Introduction
Music Information Retrieval (MIR) has been defined as “the research field

which focuses on the processing of digital data related to music, including the
gathering and the organisation of machine-readable musical data, development of
data representations, and methodologies to process and understand such data” [1]. In
other words, MIR tasks seek to extract information (using computational methods)
that is contained in music, usually in the form of an audio recording or notation [2].
Examples of typical MIR tasks include: extracting musical features and properties like
genre, estimating music metadata, manipulating musical sequences, or synthesizing
new melodies following a certain compositional style [2]. Since its beginnings, the
MIR field has provided many impactful reports, services, and new observations to the
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music industry, which allowed it to develop new technologies for organising,
discovering, retrieving, delivering, and tracking information related to music, as well
as services for digital media stakeholders. Research within the MIR community is
held to a high standard, especially the research presented at the International Society
for Music Information Retrieval (ISMIR) [3]. The close-knit community of MIR
researchers and organizers have to make sure that the validity of their research is held
to the same standard as their peers. Without the ability to verify each other's work,
which is a pinnacle step in the scientific process, consensus on new findings is
difficult to reach [4].

This process, however, has been hindered by the use of copyright-protected
data since the very conception of MIR research. It is well-known that the most
significant source of musically relevant data for MIR tasks comes directly from audio
content or any other type of information that is computed from the audio file usually
referred to as “features” [1]. At the start of the 21st century, however, there were “no
community-wide music collections against which researchers could cross-evaluate a
wide variety of different techniques” [5]. These data accessibility issues in MIR
research due to copyright-protected datasets have been acknowledged by several
authors over the last years. This situation has led to a big separation between the MIR
industrial research, which has access to copyrighted material, and the more academic
or independent MIR research, which has limited funding and utilizes public domain
resources. As a result, MIR authors have acknowledged the need for better
cooperation between private industry and academia that can lead to more datasets
available for the MIR community [6].

Accessibility problems have also an impact on two fundamental qualities that
good research must meet: reproducibility and validity. On the one hand,
reproducibility in research ensures that the outcomes are reliable. Research results
that cannot be reproduced are not valuable at all. Usually, differences in
implementation can produce deviations in results. Specifically, in MIR research, these
issues mainly appear as a consequence of the accessibility problems regarding the
datasets. If researchers use private or copyright-protected music datasets, the
reproducibility will be in danger, since these datasets cannot be legally shared
between researchers, therefore complicating the proper re-evaluation for
reproducibility. In fact, it has been pointed out that when this happens studies rarely
present results that can be compared with other research, meaning that some papers
report overall results without reference to any common measure of significance [5].
Moreover, this privatized and copyrighted material represents most of the existent
music datasets for MIR. On the other hand, copyright regulations also affect validity
of MIR research, and thus its generalizability. Copyright laws lead to limited access of
MIR researchers to musical material. As a consequence, restricted and biased subsets
are created which are very “difficult to generalize to larger music populations”. In the
MIR field, academia researchers over time have been forced to use publicly accessible
music datasets, which are often limited in size and skewed towards Western music,
especially classical music [4]. As a consequence, MIR organizations like ISMIR have
acknowledged over the years the importance of discovering a solution for creating the
functionality for researchers to utilize data that can increase the reproducibility and
validity of research [2]. In response to this, the MIR community has presented a mass
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of software tools, dataset collections, and other useful academic resources for public
use.

We understand that the discussion of the limitations of copyright in MIR
research is a concept all MIR researchers should be aware of, however, not many
papers cover this specific topic in detail, especially in quantitative ways. Therefore,
our purpose is to develop in this study a constructive analysis of the effect that
copyright restrictions have placed on the MIR research community through an
analysis of the specific limitations of accessibility and validity in MIR research. In
particular, we aim at analyzing the change in number of full songs available in open
MIR datasets over the last two decades and their comparison to private datasets with
the purpose of identifying how the validity problem has evolved in terms of the size
limitation of datasets. Furthermore, in order to quantify the accessibility problem, we
aim at analyzing the evolution in information source contributions and publications
since the establishment of the most popular MIR conference ISMIR, distinguishing
between audio-based and feature-based datasets. Finally, given the noticeable
popularity of feature-based datasets in the MIR research community, we will propose
a categorization framework of the features present in those datasets in order to explore
the main trends and the current state of the overall feature-based corpora.

We will first provide in Section 2 domain information to understand how
copyright restrictions have affected MIR research in the past then and in Section 3 we
will explain the research methodology carried out. In Section 4, we will present the
results of the analysis on modern MIR datasets to analyze the change in accessibility
and validity in MIR research as a consequential effect of copyright restrictions.
Finally, in Section 5 we present the conclusions.

2 Background

For the sake of simplifying this overview, we focus on the US copyright
laws as an illustrative case, but attention should be given to the fact that copyright
regulations are country-specific. In addition, in this section we explain the different
approaches carried out by MIR researchers to overcome copyright issues and some
solutions proposed in the literature to improve the current situation.

US copyright laws date back to 1790 when the Copyright Act was
established. As stated by the authors in [8], “copyright is a property right ascertained
to the author of an original work, such as a literary work of a musical work, which
deprives others from engaging in certain uses of that work, for a defined period of
time, without the author’s consent”. Setting the scenario for the first ISMIR
conference in 2000, the Digital Millennium Copyright Act (DMCA) of 1998
established a set of international mandations aimed at preventing unauthorized access
and use of creative works on the internet [4]. These past copyright regulations have
therefore prevented MIR research from having adequate data collections since its very
beginning. More recently, in 2018 the Music Modernization Act (MMA) was passed
to establish a system for music licensing of digitally distributed music [7]. In fact, as
of January 2021, all major music streaming or digital signal processing platforms are
now required to report playback usage to The Mechanical Licensing Collective [9].
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On the other hand, over the last twenty one years, society's access to music
datasets have tremendously changed. Shift in published research and increase of
academic presence in MIR could be attributed to the creation of ISMIR, being the
most well-known conference by the MIR community, and established in 2000. ISMIR
has been growing in popularity and participation since its first conference, which has
encouraged the MIR community to develop a growing collection of audio collections
for the purpose of MIR research. Though there still seems to be a separation between
industry and academic research, MIR researchers have created several information
sources using Creative Commons licensed music recordings; most of which use the
Creative Commons BY-NC-SA (Attribution-NonCommercial-ShareAlike) license. This
license is ideal for academic and independent research since it allows music to be
shared, copied, redistributed, without it being used for commercial or redistribution
purposes. Some of the most notable data collections created in the past twenty years
would be the Million Song Dataset (collection of metadata and precomputed audio
features for a million songs), MedleyDB, AcousticBrainz, and Free Music Archive,
which have been extensively used in MIR research. However, many researchers are
using private commercial and in-house datasets owned by companies like Spotify,
Deezer, Last.fm, and other “for profit” companies. These usually require a significant
financial investment. There are some other modalities of datasets that exist which are
not as frequently used, but are still well known in the field of MIR. The modalities
come in the form of datasets that have been aggregated from others, like the RWC
dataset, built as the world's first large-scale music database for MIR research
purposes. Other data collections for research also exist like the MuMu dataset, a
multimodal music dataset that combines meta-data from the Amazon Reviews dataset,
which contains metadata gathered from Amazon.com, and the Million Song Dataset.

To extend on the limitations specifically created by copyright restrictions,
modern music is mainly privatized and copyrighted. Therefore it cannot be legally
shared for research purposes. This as previously stated has limited reproducibility and
validity capabilities in MIR research. As noted above, MIR researchers have been
forced to use publicly accessible Creative Commons and public domain datasets,
which the main drawbacks are the bias towards Western classical music of this type of
data and the limitations in size. This is a primary cause of variations and weak
experimental power in MIR research [4]. Non-Western genres remain comparatively
under- studied versus pop, rock and dance music.

The use of publicly accessible Creative Commons and public domain
datasets has been one of the main approaches used by MIR researchers to overcome
the copyright limitations. Another solution is the use of datasets composed of audio
descriptors that do not include the audio files. This has been a great proposal and has
been extensively used during the past years, in fact, the authors in [4] state that one
fifth of all datasets used in ISMIR 2018 are of this type. However, it is not all
benefits, this kind of datasets do not allow for an in-depth analysis since researchers
are limited to the provided features and cannot access the audio itself. Other solutions
include the proposals of the authors in [4]. They have proposed that developing a
distributed MIREX system for making comparisons between MIR algorithms would
allow researchers to test algorithms without violating the copyright or relying solely
on non-copyrighted music [10]. These authors also proposed a Researcher API
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License that could leverage existing industrial infrastructure. In this way, “companies
with existing developer licenses and API infrastructure could create a new license
that allows for common MIR practices and explicitly prohibits using algorithm
outputs for commercial or listening purposes, but limits casual listening”.

3 Research Methodology
It has been already established that in modern MIR research, obtaining large

multimedia collections for widespread evaluation is less challenging than it has been
in past years [9]. This could be attributed to the presence of ISMIR and the creation of
new Creative Commons licensed MIR data collections. In response, it should be
possible to analyze how copyright restrictions affected the accessibility of MIR
research, by analyzing the change in openly accessible MIR information sources, and
analyzing the distributions of audio/feature datasets. Verifying whether the number of
information sources in recent years has significantly changed would highlight the
effect on accessibility of MIR research that copyright restrictions had created. Also,
verifying whether the distribution of audio based and feature based information
sources in recent years has significantly changed would additionally highlight the
effect on accessibility of MIR research. In order to show this, we perform a
quantitative analysis on the evolution of published databases of MIR. For the
quantitative analysis proposed, we collected our source material from ISMIR website
[3], which is a credible, non-exhaustive list of data collections that represent the MIR
community's research. The list that was collected spanned from 2000, the year of the
first ISMIR, to the present, and included the following features: the name of the
dataset, the type of metadata present in the dataset, the specific contents and the
presence or not of audio files in the dataset. In addition to the source material, we
accessed each of the publications corresponding to each of the provided datasets and
included an additional feature representing the publication date of each of the
datasets.

Prior to analyse the impact of copyright regulations on the accessibility of
data for MIR, we explored the impact on validity by performing a simple analysis,
especifically attending to the size limitation of the datasets, which is one of the main
causes of validity issues. Because of lack of time, we had to limit this analysis to the
number of complete songs available for the decades 2000-2010 and 2010-2020, and
could not expand our analysis to cover other factors affecting validity such as the
presence of biases in the datasets. The validity analysis was done by extracting the
number of full songs of the analysed datasets. Specifically, we explored the
audio-based datasets and manually selected the ones containing full songs or
compositions, that is, complete audio files of more than 30 seconds long with relevant
musical content. As well as discarding the datasets containing snippets, we also did
not consider datasets containing audio corresponding to mixes, technical exercises or
just notes or simple musical phrases, beats, or patterns. We summed the number of
complete songs of the datasets proposed during decade 2000-2010 and decade
2010-2020, and compared these numbers between them and to the number of songs
available in common private datasets. This will provide a simple insight on the
validity issue regarding the size limitation of datasets.
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As for the accessibility analysis, utilizing state-of-the-art Python libraries
pandas, matplotlib and seaborn to explore the quantity of information sources for
each year from 2000 to 2020, we proposed a statistical test to identify whether the
distributions of audio-based and feature-based information sources in recent years has
changed when compared to the number of information sources available at the
establishment of the ISMIR. It is not likely that one could form a complete list of all
MIR datasets that have been utilized in MIR research, due to the sheer size of
information sources that are obtainable through the internet. So for the purposes of
this meta-research analysis, we considered the collection provided by ISMIR, the
most prominent conference in the MIR field, to be a strength to this approach. A
weakness of this particular approach is the manual collection of each publication date.
In addition to this, the data utilized is only partially outdated since some of the
versions of information sources have been updated by their publishers.

The statistical method of our choice to identify whether the distributions of
audio-based and feature-based information sources in recent years has changed when
compared to the number of information sources available at the establishment of the
ISMIR is the Chi-Squared test. For the purposes of this study, we validated the
following assumptions in our data to utilize the Chi-Squared test. We also assumed
here that our dependent variable, being that number of publicated data sets, is
measured at a continuous level. As for our independent variable, we assumed that the
audio-based datasets published are independent of those feature-based datasets in the
years of 2000 to 2020. Additionally, we assumed that our observations are
independent of each other. This means that no single publication is observed in both
audio and feature based distributions.

Fig.1 :  MIR published datasets according to ISMIR from 2000 to 2020
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4 Results

4.1 Validity

Table 1 shows the number of full songs available in the analysed datasets for
the two last decades. As we can see, the number of full songs has increased noticeably
in the last decade. However, a more detailed analysis shows that this increase comes
fundamentally from the creation of two open large-scale datasets in MIR: FMA-full
with 106574 full songs and MTG-Jamendo with 55701 full songs. Although this
increasing number throws encouraging prospects on the evolution of MIR in terms of
validity of its research (and also to the accessibility), the numbers are still very low
compared to the number of full songs available in private repositories, like Amazon
Music Unlimited dataset with 2 million full songs or Apple Music dataset with 45
million full songs.

2000-2010 decade 2010-2020 decade

459 full songs 180392 full songs

Table 1: number of full songs in MIR open datasets proposed over
the two last decades

4.2 Accessibility

From our methodologies we were able to explore and understand the various
information sources that were published in the past 20 years. In doing so we were
able to visualize the increase of publicated datasets in Figure 1. This led us to believe
that there could be significant information for us to conclude upon, seeing that the
information present in the decade after 2010. Analyzing the frequencies of these
publications helped us identify that there was an approximate 480% increase of
feature-based datasets and a 420% increase in audio-based datasets aggregated in the
last decade when compared to the years 2000 through 2010. Aside from this, of the
datasets published from 2000-2010, roughly 35% of the datasets contained only
feature values, while the other 65% contained audio.

In addition to analyzing the statistical increase of music datasets, we utilized
a Chi-Square test to verify whether the distribution of audio-based and feature-based
information sources in recent years has significantly changed. The null hypothesis
was that datasets containing audio for MIR research and the decade they were
published in are independent. Through our measurements of the Chi-Squared test. The
p-value was numerically represented by 45.2%. This was indicative that we should
not reject the null hypothesis at 95% level of confidence.

4.3 Categorization of features
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Furthermore, we presented a percentage distribution of the audio descriptors
categories present in the descriptors-based datasets that we collected from ISMIR.
The results show that metadata is the most common type of descriptor, closely
followed by important musical features regarding harmony, structure and rhythm, thus
showing the increased progress of MIR algorithms in recent years for extracting
musically-related descriptors. We summarised the possible categories, and come to
the following classification:

● Emotion, perceptual and expressive features: can include tags about
emotional content of music like arousal and valence, perceptual and
psycho-acoustic information as well as expressive features, such as the
presence of vibrato in the music recording.

● Listening habits: annotations describing behaviours and patterns of users
when listening to music.

● Metadata: can include features describing the name of the work/piece/song,
artist and composer, timestamps of recording and publishing, era,
instrumentation and genre.

● Rhythmic: can include features describing rhythmic content, such as beats,
timing, tempo and measures.

● Structural: can include features describing structural or formal characteristics
of the music, such as parts of the song/piece, location of cadences, onsets,
certain motives and existence of melodic/harmonic/formal patterns.

● Harmony and key: can include features describing harmony aspects of the
music, such as chord and key analysis.

● Notes and melodies: can include analysis and identification of notes and
certain predominant melodies in the song/piece.

● Lyrics: can include the lyrics of the songs themselves or important
information about them.

● Text information: additional textual features like biographical information of
the composers or artists, and reviews of the music.

● EEG: features extracted from electroencephalographic studies.
● Others: other types of features included as annotations that do not fit into the

above categories. These include: symbolic scores, aligned MIDI and sheet
scores, Optical Music Recognition features, similarity with respect to other
songs/pieces, popularity ratings, texture analysis and general tags about
theme or musicological characteristics.

Fig. 3 shows the percentage distribution of these audio descriptors of the “no audio”
ISMIR datasets collected. As it can be observed, “Others” category is the most
predominant, meaning that, in fact, annotations in these datasets are quite variant in
nature. Even so, we can see that “Metadata” is quite common, as well as “Structural”,
“Harmonic” and “Rhythmic” audio descriptors are quite common.
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Fig.3 :  Audio descriptors categories distribution for ISMIR datasets published from
2000 to 2020

The latter categories suggest that MIR advancements in detecting harmonic,
structural and rhythmic features is influencing the number of datasets including this
type of information, which is a positive fact. However, we found that only 1 dataset
was referring to “Texture” information and also very few were exploring the “Notes
and melodies”, which we consider is a very important type of information that can be
analysed in a musical piece, together with its harmony, rhythm and formal structure.
Emotion and perceptual features are also under-represented in the datasets we
analysed.

5 Conclusions

The discussion of the restrictions of copyright in MIR research is a concept
all MIR researchers are very aware of, however not many papers address this specific
topic in detail. In this meta-research paper, we have provided evidence on the
existence of those restrictions by referring to the literature on the approaches followed
in MIR research to overcome the effects of these copyright laws on data accessibility,
reproducibility and validity. We identified the solutions proposed by the MIR
community to face a better future for the field.

In order to further provide evidence on the effects of copyright restrictions
on accessibility and validity of MIR research, we conducted a number of analyses
using the datasets provided by ISMIR website between the years of 2000 and 2020.
We extracted the number of full songs available in the analysed audio-based datasets
and confirmed that, although new efforts we created in the last decade to create new
open datasets with raw audio available for MIR research, the numbers are still far
from ideal to be fairly comparable to the available datasets for private MIR research
(i.e. based on private or copyrighted material). This simple analysis has shown the
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existence of validity issues in MIR research. Because of time limitations, we could
not explore other factors affecting the validity in MIR research.

Furthermore, we presented an overview analysis of the evolution in dataset
publication since the beginning of ISMIR and confirmed the increase of dataset
creation initiatives in the last years, for both audio-based and descriptors-based
datasets. As we were to also verify whether the number of information sources in
recent years has significantly changed, it should be now confirmed that the
accessibility of MIR research has not been hindered by copyright restrictions
significantly in the past 10 years. This was observed as a rough 500% increase in
publicly accessible datasets over the last decade when compared to the years of 2000
through 2010, regardless of the meta-content provided in each dataset. The results of
our dataset analysis have also allowed us to interpret that there has not been a
statistically significant correlation of the frequency in the number of audio-based
datasets, and the frequency in the number of feature-based datasets in the last two
decades. We can conclude that since there is not a significant correlation, that the
frequency of the creation of audio-based datasets has not been significantly limited in
the years of 2000-2010 when compared to the years of 2010-2020. This suggests that
if researchers were to study MIR there would not be a significant difference in the
accessibility of audio-based datasets than if they were to have studied MIR between
2000 and 2010.

5.1  Future Work and Challenges

Because of the complexity of this topic, we reiterate the need for all MIR
enthusiasts to comprehend this paper. Ignoring these limitations hinders the
underlying evolution of MIR study. As for the work that could further analyze the
results present in this paper. Further studies on the validity problem could aim to
explore in more detail the biases in the open datasets to provide a better understanding
of the problem. On the other hand, observing the changes in published information
sources in the upcoming decade would be beneficial to the MIR community to further
verify whether there is a correlation between the frequency of information sources
and the given decade. As for the future challenges that MIR research faces in regards
to this paper, research will still be in a deficit of audio collections. However as
previously mentioned in this paper, there has been a significant increase in plenty of
datasets of different types. Having audio for your MIR research is no longer a
requirement and or a concern that many MIR researchers are focused on; for now at
least.

References

[1] Serra, X., Magas, M., Benetos, E., Chudy, M., Dixon, S., Flexer, A., Gómez, E., Gouyon,
F., Herrera, P., Jordà, S., Paytuvi, O., Peeters, G., Schlüter, J., Vinet, H., & Widmer, G.
(2013). Roadmap for Music Information ReSearch.

Meta Research Conference



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra66

[2] Holzapfel, A., Sturm, B. L., & Coeckelbergh, M. (2018). Ethical Dimensions of Music
Information Retrieval Technology. Transactions of the International Society for Music
Information Retrieval, 1(1), 44–55. DOI: http://doi.org/10.5334/tismir.13

[3] ISMIR. 2021. ISMIR. [online] Available at: <https://ismir.net> [Accessed 19 November
2021].

[4] Chen, W., Keast, J., Moody, J., Moriarty, C., Villalobos, F., Winter, V., Zhang, X., Lyu,
X., Freeman, E., Wang, J., Cai, S., & Kinnaird, K.M. (2019). Data Usage in MIR: History &
Future Recommendations. ISMIR.

[5] Futrelle, Joe, and J. Stephen Downie. "Interdisciplinary communities and research issues in
Music Information Retrieval." ISMIR. Vol. 2. 2002.

[6] Michael S. Lew, Nicu Sebe, Chabane Djeraba, and Ramesh Jain. 2006. Content-based
multimedia information retrieval: State of the art and challenges. ACM Trans. Multimedia
Comput. Commun. Appl. 2, 1 (February 2006), 1–19.
DOI:https://doi.org/10.1145/1126004.1126005

[7] 115th Congress. H.R.5447 - Music Modernization Act.
https://www.congress.gov/bill/115th-congress/house-bill/5447/text. [Online; accessed
01-November-2021]

[8] Karydi, Dimitra & Karydis, Ioannis & Deliyannis, Ioannis. (2012). Legal Issues in Using
Musical Content from iTunes and YouTube for Music Information Retrieval.

[9] Music Licensing Transformed by the Passage of the Music Modernization Act. SR Englund,
AI Stein, AU Mcalpin - Communications Lawyer, 2019 [Online].

[10] J. S. Downie, X. Hu, J. H. Lee, K. Choi, S. J. Cunning-ham, and Y. Hao. Ten years of
MIREX: Reflections, challenges and opportunities. Proc. of 15th ISMIR Conference, pages
27–31, 2014.

Barletta, Dean y Cortiñas-Lorenzo, 2021



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra 67

Impact of Open Access to Datasets: A Case
Study of Indian and Chinese Traditional Music

Huicheng ZHANG⋆, Yuxi QIAO⋆, and Qingyuan LIU⋆

Master in Sound and Music Computing, Universitat Pompeu Fabra
{huicheng.zhang01, yuxi.qiao01, qingyuan.liu01}@estudiant.upf.edu

Abstract. The accessibility of music dataset is crucial to the research
field of Music Information Retrieval. By applying bibliometric analysis
to data retrieved from Google Scholar and Scopus in the period of 2000-
2020, we focused on the impact of selected dataset-creating paper within
the research field of Indian art music and Chinese traditional music. We
found that the publishing time of papers from a open dataset project
correlated to the sudden increase of popularity of the corresponding
research field. These publications of open accessed dataset and authors
tend to have more impact to the field. In a word, high accessibility of
music dataset can lead the research field to high prosperity.

Keywords: Meta Research · Open Access · Indian Art Music · Chi-
nese Traditional Music.

1 Introduction

In recent 10 years, machine learning has been developing rapidly. Be-
sides improved algorithms and computational power, the increased avail-
ability of large datasets provides a material foundation for machine learning
techniques developing[1], [2]. Insufficient dataset is seen as a factor that lim-
its the progress in algorithms[3]. As machine learning has gradually turned
into a data-driven field, datasets had been the key role to orient the goals
and values of the research field[4].

Various researches have been done on the impact of open access. The
majority of them focus on the open access of papers, some suggest open
⋆ Joint first authors with equal contribution
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accessible papers have an advantage on citations[5]–[9], while there are also
some opposite opinions[10]–[12]. However, few researches attempted to study
the impact of open accessible datasets. Wenqin Chen et al. conducted a
related research, in which they inspected the accessibility of datasets used
in Music Information Retrieval field, and stated that “Unequal access to
music data has led to field-wide issues including a crisis of reproducibility
and concerns about access”[13].

Bibliometric (or scientometric) analysis are favored when doing meta
analysis on academic publications[14]. According to E. Abdeljaoued et al.,
“Bibliometric analysis can be defined as applying statistical techniques on
a collection of publications retrieved from a large academic database to an-
alyze and understand the global research output in a particular field” [15].
Bibliometric analysis investigates citation relationship, co-occurrence of key-
words, co-authorship and other metric, which can be helpful to measure the
impact of some selected publications or research topics. In our case, we fo-
cus on the impact of papers that create datasets (dataset-creating papers)
within the collection of papers in the related domain (domain papers), based
on the bibliometric data retrieved from Google Scholar and Scopus in the
period of 2000-2020. Dataset-creating papers were several papers selected
manually, which introduced a new dataset to the field. Domain papers were
publications collected in the database using specific domain-related query
string.

In the last decade, many datasets of Indian and Chinese traditional
music emerged, along with a research trend of approaching research chal-
lenges from a culture specific perspective, which inspires us to carry out a
quantitative research on the impact of those music datasets. CompMusic
project[16] is a good example of open science, which provides us several po-
tential music traditions to study, namely Hindustani (North India), Carnatic
(South India), Turkish-makam (Turkey), Arab-Andalusian (Maghreb), and
Beijing Opera (China). In this paper, we investigated two regional music
traditions: Chinese traditional music and Indian art music. We considered
them because they are both music traditions that have not been fully ex-
plored, unlike heavily favored western classical and popular music. When
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selecting the dataset-creating papers, we pay special attention to the publi-
cations from CompMusic project. The detailed methodology and results will
be discussed in the following sections.

2 Methodology

2.1 Scope of Study

The scope of study depends on the total number of retrieved publica-
tions and types of sources. In order to study the impact of the openness
of datasets to the corresponding field, some definitions need to be clarified
here. We define “dataset-creating papers” as a collection of papers which
introduced a newly built dataset. The list of dataset-creating paper can be
found in the reference [16]–[18]. In terms of “the corresponding field”, we
regard it as a large collection of publications which contains specific query
strings in title, abstract or keywords. The query strings for collecting domain
paper in Scopus are shown in the table 1. We focused on the bibliometric
data in the selected databases.

Martín-Martín et.al. suggested that in all areas Google Scholar citation
data is essentially a superset of Web of Science (WoS) and Scopus, with
substantial extra coverage[19]. However, Google Scholar limited the way we
query, and we are forced to use relatively simpler queries, and manually filter
the results fetched. The query strings used for collecting domain paper on
Google Scholar are shown in table 3

2.2 Data Gathering and Processing

We use various ways to gather the data needed. The major data sources
we used are Google Scholar and Scopus.

Google Scholar
We first construct a query to search on Google Scholar, with the help of
Publish or Perish, all results are stored locally. Then, we filter out some
publications we do not interested in (those without being cited, without
publish year record, those books, and some publications we considered out
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Table 1. The query strings for retrieving domain paper on Scopus.

Music Tradi-
tion

Query String

Indian art music TITLE-ABS-KEY(("chinese traditional music" OR "chinese
national music" OR "PIPA" OR "guzheng" OR "guqin"
OR "erhu" OR "chinese instrument" OR "jingju" OR
"beijing opera") AND ("computational musicology" OR
"computational" OR "musicology" OR "deep learning" OR
"automatic classification" OR "automatic detection"
OR "music information retrieval" OR "data-driven"))
AND PUBYEAR > 1999 AND PUBYEAR < 2021 AND ( LIMIT-TO (
DOCTYPE,"cp" ) OR LIMIT-TO ( DOCTYPE,"ar" )

Chinese tradi-
tional music

TITLE-ABS-KEY-AUTH(("Indian classical music" OR
"Indian art music" OR "tabla" OR "saraga" OR
"mridangam" OR "Hindustani" OR "Carnatic" OR "raga")
AND ("computational musicology" OR "Automatic
classification" OR "automatic detection" OR "music
information retrieval" OR "data-driven")) AND PUBYEAR >
1999 AND PUBYEAR < 2021 AND ( LIMIT-TO ( DOCTYPE,"cp"
) OR LIMIT-TO ( DOCTYPE,"ar" ) ) AND ( EXCLUDE (
SUBJAREA,"MEDI" ) )

of topic). We use a crawler to recursively fetch data from Google Scholar ac-
cording to the reference relationship, starting with a root paper we want to
research, then store the reference graph into local SQLite database with the
help of python scripts. On that reference graph, we execute various calcula-
tion to demonstrate the impact of open-accessible datasets. The pseudocode
of the recursively fetching procedure is demonstrated in code block 1.1

Scopus
After searching the query strings in Scopus, 81 publications on Indian art
music and 22 on Chinese traditional music were retrieved. By adding dataset
paper into the retrieved list, we have 83 publications on Indian art music
and 23 on Chinese traditional music, which is what we called the domain
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Table 2. Citation information of Dataset-creating paper

Music Tradition Dataset References Public Impact
Indian art music Serra X. 2014 [16] Yes 23/29

Srinicasamurthy et al. 2014 [17] Yes 10/10
Chordia et al. 2008 [18] No 11/16

Chinese traditional
music

Serra X. 2014 [16] Yes 23/29

Rafael Caro Repetto and Xavier Serra
2014 [20]

Yes 13/15

Xiaojing Liang et al. 2019 [21] No 0/1
Zijin Li et al. 2019 [22] No 1/2
Yusong Wu et al. 2019 [23] No 0/1

Table 3. The query strings for retrieving domain paper on Google Scholar.

Music Tradition Query String
Indian art music "Indian art music" MIR
Jingju (Beijing Opera) jingju MIR

paper. Comma-Separated Values (CSV) files were downloaded from Scopus
for statistics analysis and visualization in python and VOSviewer[24].

VOSviewer
VOSviewer is a software tool for creating maps based on network data and
for visualizing and exploring these maps. VOSviewer can parse the CSV
file exported from other databases, e.g. Web of Science, Scopus, Dimension
and so on. In the graph, the size of circle or frame is related to the size of
the user-assigned attribute. The thickness of the connecting line represents
the number of co-occurrence times of the end objects. User can modify the
scale, change the color and rotate the network to get the satisfied result.
VOSviewer has been used widely in the field of bibliometric analysis.
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Code block 1.1. Pseudocode of data fetching script

job_queue = queue()
job_queue.append(root_article)
while job_queue is not empty:

job = job_queue.pop()
articles = fetch_reference(job) # Fetch all articles that cited

current article
for article in articles:

if article is not in domain_publications:
continue # Ignore those not in our domain publications

database
store_ref(job, article) # Store the ref relationship
if article has never be in job_queue:

job_queue.append(article)

2.3 Metrics

In this paper, analysis will be based on the following metrics: Impact,
popularity and co-citation relations and keywords co-occurrence relations.
The definition of “impact” is adapted fro Aragón [25], which is defined as the
number of citations from other impacting researches. In our case, we consider
the publications with more than one citation as impacting researches. We
calculated the number and ratio of impacting researches and total number of
citations as a measurement of impact (See in the fourth column of Table. 2).
It is a good way to compare the quality of citations so that we can have a
better understanding of the impact of a paper to the corresponding field.

Popularity is defined as the total number of publications within the
research field.

Co-citation is defined as the frequency with which two documents are
cited together by other documents[26]. To put it another way, co-citation
relation shows how many researches are based on these two publications,
which can be considered as a complementary metric of Impact, or “joint
impact” more precisely. The larger the number of publications by which two
publications are co-cited, the stronger the co-citation relation between the
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two publications. In VOSviewer, the strength of co-citation relation will be
presented as the thickness of the connection line between spot. In this paper,
we can choose to visualize the co-citation of author instead of publication,
in that it can show us the impact of author within the research field. Since
recursive citation relation is not able to show in the Scopus Method, we
manually select the impact of Serra X. to represents the impact of dataset-
creating publications of CompMusic Project.

Apart from citation-based bibliometric networks, networks of keywords
co-occurrences have been studied extensively[24]. The number of co-occurrences
of two keywords is the number of publications in which both keywords oc-
cur together in the title, abstract, or keyword list. Keyword co-occurrence
network shows the relation between keyword. In VOSviewer, the thickness
of the connection line between spot represents the strength of co-occurrence
relation and the size of circles represents the number of occurrences of that
keyword.

3 Results

3.1 Some examples of the impact of open accessible datasets

In 2014, R. Caro and X. Serra created a corpus of Jingju[20]. We fetched
all Music Information Retrieval (MIR) research on Jingju by the query:

Jingju MIR

We then filtered out irrelevant publications, got 80 publications published
within year 2000-2020 (both inclusive). Result is presented in Figure 1.

In Figure 1, blue line represents the number of domain papers published
each year, orange line represents the number of “child paper”, which are
publications in this field that “recursively” cited paper[20] (that is, it cited
[20], or it cited a paper that cited [20] or so on) each year. We can clearly
observe the strong correlation between the publication of Jingju corpus and
the prosperity of MIR research on Jingju, as the number of publications
skyrocketed after the publication of corpus on 2014, and the majority of
new publications are inspired by the corpus, directly or indirectly.
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Fig. 1. Publications per year about the MIR work on Jingju (2000-2020)

Using similar approach we analysed the impact of a corpora for music
information research in Indian art music, provided by Srinivasamurthy et
al[17]. The query used to build domain paper collection is:

"Indian art music" MIR

the result is presented in Figure. 2.
We can observe the stimulation effect clearly, similar to previous case.

3.2 Indian art music is more popular than Chinese traditional
music in the field of MIR

From Fig. 3, we can see that the overall number of publications of Indian
art music is much greater than the one of Chinese traditional music, which
means the research of Indian art music in the field of MIR is much more
popular than Chinese traditional music.
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Fig. 2. Publications per year about the MIR work on Indian art music (2000-2020)

3.3 The impact of open access to datasets

From Table. 2, we can know when each dataset was introduced. In 2014,
two open datasets (within the same research project: CompMusic Project) of
both music traditions were introduced, which correlated to a sudden increase
in the popularity in each music tradition（See Figure. 3 eleven publications
in Indian art music and five in Chinese traditional music）and each research
domain gained the fastest growing speed in the same year. This inference
can be supported by the fact that most of these dataset-creating papers have
high impact within each music tradition domain, judging from Table. 2. For
example, [16] has 23 good citations with a high ratio of 23/29 and this
impact is ranked the second in the domain paper collection. In terms of
Chinese traditional music, the impact of open dataset paper is much higher
than the others. This can be a reason behind the prosperity of the study on
Indian art music and Chinese traditional music.
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Fig. 3. Publications of Indian and Chinese traditional music in Scopus from 2000-2020

Another intuitive way to demonstrate that the sudden increase in pub-
lication number is associated with CompMusic project, is to visualize the
co-citation relations bibliometric data in VOSviewer. Figure. 4 and Figure. 5
presents the co-citation network of authors. In the graph, the diameter of
each circle represents the number of citations the author has. Serra X. with
50 and 116 citations in the research topic of Chinese traditional music and
Indian art music respectively, holds a dominant academic status. In Fig-
ure. 4, there are strong links projected from Serra, X. and Indian researcher
Rao, P. (Top researcher in Indian art music domain), while there are less
thicker connections projected from Chordia, P. (The author of the close
dataset NICM2008 in [18]), which means more researches are based on the
work of Serra X. and Rao, P. rather than the one of Chordia, P. You can
see denser and thicker links in the left side of the network whereas Chordia,
P. was left “alone” in the corner. In terms of the authors of close dataset in
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Chinese traditional music domain (Xiaojing Liang, Zijin Li et al.), they are
not even noticeable in the Figure. 5.

Fig. 4. Co-citation network of author in Indian art music

4 Conclusion and Discussion

In this paper, we applied a bibliometric analysis method to study the
impact of openness of dataset to the corresponding field. Through doing
co-relation analysis and visualization, we tried to prove that open access to
dataset can contribute to the popularity of the research field of Indian art
music and Chinese traditional music. Without open access to dataset, the
overall popularity of Chinese traditional music is less than the one of Indian
art music. Scholars like Serra, X. who led a open research project would
have stronger impact than scholars who do not make their research dataset
public. In a word, high accessibility of music dataset can lead the research
field to high prosperity.
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Fig. 5. Co-citation network of author in Chinese traditional music

However, during the research process, we encountered the following
problems and we like to point them out:

4.1 Bias in query string

When searching domain papers in Indian art music and Chinese tradi-
tional music in Scopus, we discovered that the overall number of publications
is small compared to other bibliometric analysis research in literature, which
means although we discovered a huge difference in the numbers of retrieved
publications, e.g. the domain papers of Indian art music are almost four
times bigger than the one of Chinese traditional music, it is still not con-
vincing enough to demonstrate that Indian art music is more popular than
Chinese traditional music in the field of MIR. There are several reasons: 1)
We are searching papers from global databases, which means mainly English
publications are considered. We didn’t search regional journal thoroughly.
For example, most Chinese publications are not included in Scopus and
Google Scholar database. 2) The quality of the open-accessed dataset can
affect its contribution to the popularity of the research field. Imagine com-
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paring two datasets, one contains raw audio files of various instruments and
sufficient annotations while the other mainly contains audio files of singing
voice and symbolic data e.g. machine readable scores, it is easy to expect
more researches to be carried out based on the former dataset. Actually this
is the exact situation when comparing Indian art music dataset and Jingju
dataset within CompMusic Project (See Figure. 6, Indian Classical Music is
the only music tradition shown in the keywords’ network of computational
musicology field). In this meta-research project, we had to choose Jingju
dataset as a representative of Chinese traditional music dataset ( thus as a
query string) since it is the most well-known open-accessed Chinese music
dataset though it is not an ideal dataset to make comparison to Indian art
music dataset of the CompMusic project.

Fig. 6. Co-occurrence analysis of keywords on the retrieved publications in Scopus,
query string = “Computational Musicology”

4.2 Definition of research field

How to define a research field? If we choose MIR as the research field, it
would be trivial to study the impact of a collection of papers from a minor
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research topic (e.g. Computational Musicology) to the whole MIR field. In
this paper, we struggled defining the “research field”. In the end we searched
for a collection of paper which contains one keyword from “music tradition”
keywords and one from “domain” keywords. By doing this, the retrieved
publications are highly relevant but not plenty enough. Please also note
that the different query string are used when searching in Google Scholar
and Scopus, which means the results of the two quantitative methods are not
comparable with each other, in that different “domain paper” are retrieved
based on different query string and different database.

4.3 “Weak” correlation study

Because of the small number of data samples, it is hard to make an
association between the publish of a paper and the developing trend of a
research field. There may exist some correlations, but logically we can not
prove that they are cause and effect relationship. This is the most question-
able part in our research. What we can do, is to do our best to make good
explanations of the phenomenon.

4.4 The choices of data sources

Google Scholar is a commercial search engine and their data is not
public-accessible. Although we used crawler to gather data from Google
Scholar, it is still inefficient because the working of our crawler is regu-
larly interrupted by the anti-crawler strategy of Google Scholar. We no-
ticed Microsoft Academic Graph (MAG) during our work, they offered a
heterogeneous graph, where the nodes and the edges represent the entities
engaging in scholarly communications and the relationships among them,
respectively[27]. That’s exactly what we need to further draw our conclu-
sion, but due to the time limitation, we were not able to utilize MAG in this
project.

5 Appendix

All because of the love for our national music! As a team of three Chinese
students, nothing is better than carrying a research project about Chinese

Zhan, Qiao y Liu, 2021



MERE 2021
META RESEARCH CONFERENCE

DECEMBER 1 & 3, 2021

Dec 1 | 18:00 - 20:15
Dec 2 | 15:00 - 17:15

Universitat  Pompeu Fabra
Campus | Online

Universitat Pompeu Fabra 81

traditional music and shed some lights on the research field. By the way,
the current status of the openness of Chinese Traditional music dataset
is getting better. In November 2021, after interviewing Xiaojing Liang, an
author of a previously close music dataset Chinese Traditional Instrument
Sound Database (CTIS), we are glad to find that a collection of Chinese
traditional music dataset became accessible to the public, namely CTIS,
Midi-wav Bi-directional Database of Pop Music and Multi-functional Music
Database for MIR Research (CCMusic). One can find more information at
https://ccmusic-database.github.io/en/overview.html. Maybe it is a
good idea to study the impact of this collection of music dataset five years
later!

We utilized Publish or Perish 8 in our data analysis procedure. Our
script based on the scholar project forked by fjxmlzn. The python scripts
used in data gathering and analysis are accessible at https://github.com/
seeker-Liu/ResearchMethod
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Abstract. Nowadays there are many reliable indexes to rank countries based on
the quality of their open science policies, health care, or medical research power.
However, are they useful to evaluate open science use in the medical field per
country? In this paper, five of them have been chosen to compare them with a
newly developed metric which ranks countries according to the use of open
science in the medical field. The creation of a new ranking based on this new
metric is thought to correlate open science policies with medical research power,
and to study that, twenty different countries across the world are selected.
Furthermore, it intends to evaluate the use of open science in medical research in
these twenty countries.

Keywords: Health care quality, open science, open data, rankings, medical
research, countries, indicators.

1 Introduction

Health care quality is one of the most important factors in order to define and
quantify quality of life. For this reason, many efforts have been made by countries to
improve health care [1]. In this aspect, it is believed that the correct use of open science
and open health databases may be a major breakthrough to approach the Culture of
Health [2]. Theoretically, sharing medical data worldwide would provide researchers
with a huge amount of data to analyse and compare, as well as the possibility of having
complete databases to reach better treatments and faster diagnosis. Additionally, it may
be essential to fight dangerous epidemics humanity has faced [3]. Trusting in the use of
open science would possibly lead to a significant process in terms of health care
quality, just because all the information would be available through Health Database
Organizations [4].

On one hand, some countries have recently relied on open science and the number
of publications has been increasing. Specifically, openness has experienced a quick rise
basically thanks to the adoption of downloading options. Furthermore, licenses
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regulation, provision of data, and machine-readable file formats have contributed as
well. Meanwhile, coverage elements have been improving gradually [5][6]. On the
other hand, health quality has experienced some changes as well in recent years thanks
to medical research [7].

The aim of this work is to qualify the use of open science in the field of medicine in
different countries. Another goal is to determine if current available rankings in open
science, in health quality, or in research collaboration per country are representative
from the point of view of open access in medical research. The open science rankings
used are the Open Data Inventory (ODIN) ranking [5] and the study done by Open
Science Monitor (OSM) [6]. The health quality ranking used is the STC health index
(STC). Finally, two research rankings are compared as well, the Nature index in life
science (NI) [8] and the SJR index in medicine (SJR) [9]. In order to evaluate the
impact of open science in medicine and develop a ranking, different indicators are
taken into account to develop the most accurate metric as possible. Those are the
number of publishers per country in the most important medical open access journals
according to Scopus, the number of publications per country available in the Directory
of Open Access Journal (DOAJ) in the medicine field [10] and the number of
repositories per country and funders’ policies depending on the country available in
Re3data [11].

For this reason, in this study, it is wondered whether available rankings in open
science, health, or medical research in general per country are representative of the use
of open science in medicine. Interestingly, some countries may be ranked quite high
regarding open science policies, however, their use of it in medicine may not be
prominent. In addition, from a more theoretical perspective, it is tried to discern if the
use of open science in a country directly affects health care.

Improving health care has always been one of the main objectives of human
civilization. Nowadays open science brings a feasible way to make a step forward as
research in medicine may increase. Moreover, comparing countries’ open science
policies may be possible to evaluate the importance of open science as well as their
quality. Providing new knowledge and a new metric tool; through the use of available
data, rankings, and indicators about open science applied in medicine; would help to
evaluate the confidence of some open science rankings as well as of open science
applied in medicine by country. Perhaps, it may even help to convince sceptical
medical researchers to use open access journals and public databases.

2 Research methodology

For the development of this research, the project focuses on indicators of great
importance to evaluate the quality of research within open science. The objective is to
rank 20 selected countries in regard to different indicators. Countries have been chosen
according to their localization, to ensure that the widest possible spectrum of regions is
evaluated. The studied countries are the most powerful ones according to the rankings
in open science and in research used in this project.
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The first indicator is the number of publishers per country in the most important
open access journals from health across the world according to CiteScore [12]:
Molecular Cancer, The Lancet Global Health, Annals of the Rheumatic Diseases, and
The Lancet Public Health. It has been proven to be a very important variable to
determine the importance of journals due to its multiple metrics (citations by total of
publications given a time). Research relies on the context in which it will be analysed
[13], in this case, the metrics for the medical field.

The next chosen indicator is the number of open access directories per country
available in the Directory of Open Access Journals (DOAJ) [10]. This tool is used to
identify which are the countries with the largest number of open access medical
directories to achieve the goal of being as objective as possible and developing a
representative metric to rank countries according to open science in medical research.

The third indicator used in the current research is the number of open data
repositories in Re3data. Re3data is a global registry of research data repositories that
covers research data repositories from different academic disciplines [14]. The Lisbon
Council, ESADE, and Elsevier analysed Re3data at the subject level [6], so it can be
easily evaluated on the quality of this research at the health data level and take into
account the data at the country level too. This analysis gives more information, as the
trends in open science and drivers can help to facilitate the adoption of it.

Based on these indicators, the objective is to create a weighted average and see if
there is a correlation between the different variables and how reliable is the rating of
each of these with regard to the majority, this may be helpful to reach a conclusion in
terms of open data use in the medicine area. These three indicators are used in order to
represent the power of a country in open science applied in medical research as the
number of publications and repositories are clear indicators to quantify this power
mentioned. The formula used is the following:

Finally, an exploratory analysis is carried out on the resulting ranking generated
based on the new score and the other rankings. The analysis takes into account 5
rankings. The first one is the ODIN Score [5], created by Open Watch, which presents
us with another ranking with multiple metrics on the development of open data (such
as data available last five years, terms of use, machine readable, etc.) within different
categories. Also, another open science ranking used is the open science monitor [11]
part of the Strategy 2020-2024 of the European Union, a big analysis based on different
sources. The third is the STC Health Index [7], which has different very important
metrics, such as health life expectancy at birth, skilled health professional density, etc.
The fourth one is the Nature Index [8], a database of author affiliations and institutional
relationships, in this case, only the data available in life science is going to be used.
Finally, the Scimago Journal & Country Rank [9]. This country ranking is based on
Scopus data and has a lot of interesting metrics that give us different points of view, for
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instance the total number of citable documents, the number of references, or the
average citation by document.

3 Results

Figure 1 depicts the ranking of the 20 chosen countries based on the created metric
and Table 1 represents the contribution by percentage of each country for each of the
studied variables. As mentioned previously the criteria to follow in order to create such
a metric is the weighted average of the number of publications, the number of journals
in DOAJ, and the number of data repositories in re3data. More importance has been
given to the last 2 variables thus many countries do not publish in the top 4 open access
journals in medicine, but they have very competent ones in their country. In figure 1 it
can be observed how open access medical research quality based on the new metric is
not strongly correlated to any of the other variables in the Appendix.

Figure 1. Top 20 countries in Open Science in the health field based upon the created score.

The appendix includes the rankings used to conduct the exploratory analysis. As
mentioned previously the first one is the ODIN ranking (Figure A1). This ranking does
not reflect a complete similarity with the obtained ranking (Figure 1), but there are
some countries that generate correlation like China, Germany, Canada, and
Switzerland. These countries remain in the top 10, but not always in the same order.
The other open science ranking (Figure A2) just provides information of 14 out of the
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20 studied countries (Australia, Iran, Brazil, South Africa, Kenya, and Singapore are
not included). Even though there are 6 countries missing, there are many
misclassifications as well. The third ranking is about the STC Health Index (Figure
A3), as the results show, there is no relationship between this ranking and the one
proposed in this paper. The fourth one from Nature (Figure A4) also shares some
similarities within the ten first countries, which are in a different order but remain
within the top 10. About the last ranking, the SJR Index (Figure A5) it can be seen that
the behaviour of the top 10 countries is very similar to that of the previous ranking. The
20 studied countries are ranked from 1st to 20th (only to 14th in the open science
monitor ranking shown in figure A2). For the purpose of evaluating how similar these 5
rankings are to the new created, the number of misclassifications is calculated and
presented in table 2. As shown in Table 2, the Nature Index and the SJR Index rankings
are the most similar to each other and to the one presented in this work. The number of
misclassifications per number of evaluated countries is significantly lower than in the
other rankings.

Journals Repositories

Country Molecular
Cancer

The
Lancet
Global
Health

Annals of
the

Rheumatic
Diseases

The
Lancet
Public
Health

DOAJ Re3data SCORE Ranking

United
States 35,39 40,24 16,60 24,31 8,56 51,08 88,77 1

United
Kingdom 5,67 31,71 27,55 38,27 23,44 14,92 64,16 2

Canada 3,81 7,08 4,29 9,99 1,22 10,31 17,82 3

Germany 7,58 3,39 9,55 3,49 1,17 10,62 17,79 4

China 35,61 5,29 2,03 5,17 1,12 2,00 15,15 5

Switzerland 1,53 11,89 3,75 3,73 4,16 3,85 13,23 6

India 2,61 9,17 0,53 1,44 6,79 2,31 12,54 7

Australia 2,87 8,38 3,54 11,91 1,01 3,54 11,23 8

Netherlands 1,68 4,36 13,15 4,69 2,99 2,15 11,11 9

France 3,70 4,62 8,74 8,42 0,31 2,77 9,45 10

Iran 0,30 0,97 0,06 0,60 7,08 0,00 7,56 11

Italy 5,49 1,79 6,79 2,89 1,48 1,69 7,41 12

Brazil 0,90 3,91 0,92 1,08 5,10 0,15 6,96 13
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Spain 2,84 2,46 5,28 2,53 2,55 1,08 6,90 14

Japan 4,03 1,01 3,84 0,72 0,55 1,85 4,79 15

South
Africa 0,04 9,31 0,45 1,32 0,73 0,46 3,97 16

Poland 0,41 0,41 0,86 0,60 2,55 0,15 3,27 17

Finland 0,56 0,67 2,17 2,65 0,18 0,31 2,00 18

Kenya 0,04 4,40 0,03 0,48 0,08 0,31 1,62 19

Singapore 1,01 1,27 0,24 0,72 0,18 0,15 1,15 20

Table 1. Percentage of publications in each of the selected journals, number of journals in
the DOAJ, and number of open data repositories for the selected countries.

ODIN
misclassification

OSM
misclassification

STC
misclassification

NI
misclassification

SJR
misclassification

3,20 2,57 3,05 1,45 1,55

Table 2. Number of misclassifications compared with the created ranking and weighted
with the number of countries evaluated in each ranking.

4 Conclusions

The achievement of a new ranking to classify countries' use of open science in the
medical field (Figure 1) shows interesting results. Clearly, the United States of America
and the United Kingdom dominate, probably due to their economic power as well as
the use of English as natives. Surprisingly, technological countries such as Japan,
Finland, or even Poland are ranked quite low. A possible reason for this is that they are
not leading countries in medical research although their sanitary system may be
professional and their open science policies strong. The Japan case is quite notable as it
is well ranked in all the evaluated rankings, however, in the created one a low score is
achieved. Globally, the ranking shows the dominance of the rich European countries as
well as the most powerful countries of the world. Nevertheless, India, Iran, and Brazil,
which may not be called the richest, make a significant contribution to open science in
the medical field. These countries have a large number of inhabitants; therefore, they
have more possibilities to make an impact than other countries. It is interesting to
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highlight the India case as it is ranked 7th in the presented ranking while in all other
rankings it does not achieve such an acceptable position.

According to the developed metric, existent rankings in open science per country
(Figure A1 and Figure A2) do not seem accurate enough to describe the use of open
science in the medicine field. Lots of indicators are taken into consideration and a
complex methodology is followed in those rankings, therefore the results may be
distant from those found in the analysis presented. Also, the health ranking (Figure A3)
used is not in tune with the developed ranking. Hence, no direct effect of open science
use in medical research is found, the most reasonable explanation is that lots of
variables have a higher impact in health care than the use of open science for research
in that field. Nevertheless, interestingly the resulting ranking is quite in accordance
with rankings sorting countries by their contribution in medical research (Figure A4
and Figure A5).

Taking this into consideration, it can be concluded that the most important countries
in research are the ones dominating the medicine investigation using open science,
which may not be surprising. In addition, some countries with great open science
policies such as Singapore or Finland suffer from a lack of research compared with
other countries like the United States of America or the United Kingdom. Therefore, it
can be highlighted that open science policies and the collaboration of open science (in
this case in the medical research) are not going together, consequently, more
improvement may be done in that area. Leading countries in research do not have the
best open science policies whereas the countries with better open science do not have
enough research power to make a difference. Nevertheless, some countries such as
Germany or the Netherlands seem to have an equilibrium between open science policy,
health, and medical research because they are ranked similarly in all rankings. Perhaps,
it is the moment to follow their example and combine both (open science policy and
medical research power) in order to take a clear advantage of open science use at the
sacrifice of traditional hermetic research. The possibility is there as well as the benefits,
the only thing missing is the desire and the initiative to do it.
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Appendix

Source title CiteScore
Highest

percentile
2017-20

Citations
2017-20

Documents % Cited SNIP SJR Publisher

Molecular Cancer 34,3

99,0%

2/167

Molecular

Medicine

21863 637 96 4.213 7.274

Springer

Nature

The Lancet Global

Health 32,1

99,0%

4/793

General

Medicine

13014 406 96 10.022 7,97 Elsevier

Annals of the

Rheumatic Diseases

28,7

99,0%

1/56

Rheumatology

24277 845 94 4.294 6.333

BMJ

Publishing

Group

The Lancet Public

Health 28,7

99,0%

2/526

Public Health,

Environmental

and

Occupational

Health

5338 186 95 7.171 7.226 Elsevier

Table A1. Selected journals for the analysis of the number of publications with their
CiteScore and other indicators which validates them.
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Journals Repositories

Country Molecular
Cancer

The Lancet
Global
Health

Annals of the
Rheumatic

Diseases

The Lancet
Public
Health

DOAJ RE3DATA

United
States 948 1080 2718 202 329 332

United
Kingdom 152 851 4511 318 901 97

Germany 203 91 1564 29 45 69

Canada 102 190 702 83 47 67

India 70 246 87 12 261 15

Switzerland 41 319 614 31 160 25

China 954 142 333 43 43 13

Netherlands 45 117 2152 39 115 14

Australia 77 225 580 99 39 23

France 99 124 1431 70 12 18

Spain 76 66 865 21 98 7

Italy 147 48 1112 24 57 11

Japan 108 27 628 6 21 12

South
Africa 1 250 74 11 28 3

Kenya 1 118 5 4 3 2

TOTAL 2679 2684 16371 831 3844 650

Table A2. Number of publications for the selected journals, number of open journals
(DOAJ), data repositories (Re3data) for the selected countries, and global contributions to

each journal or repository.
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Figure A1. Rank of studied countries based on the overall ODIN score.
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Figure A2. Ranking of countries based on the percentage of open data policies [6].
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Figure A3. Rank of studied countries based on the STC Health Index.
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Figure A4. Rank of studied countries based on the Nature Index.
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Figure A5. Rank of studied countries based on the SJR Index.
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Abstract. A readability score indicates how difficult a text is and can
be used to match readers with material based on their language profi-
ciency. While both analytic formulas and deep learning algorithms have
been proposed for automatic readability assessment, state-of-the-art re-
sults are measured on educational text aimed at young readers. Here, we
investigate whether these techniques generalize well to readability assess-
ment of scientific writing. We assess both popular analytic approaches
including the Gunning Fog, the Dale-Chall, and the Flesch Reading Ease
indexes as well as deep learning algorithms based on BERT. Our results
show that none of these methods can produce accurate results and that
more research around readability of scientific writing is needed. We con-
clude that an accurate analytical solution needs to make use of more reli-
able linguistic features, and on the other hand an accurate deep learning
classifier requires larger and more diverse datasets.

Keywords: Meta-Research, Readability, Scientific Writing, Readability
formulas, BERT, Natural Language Processing

1 Introduction

Readability is defined as the difficulty to understand a written text [1, 2]. Au-
tomatic readability assessment (ARA) is the task of predicting a readability
score to a given text. Various techniques have been proposed for ARA. On the
one hand, over two hundred formulas have been proposed as an analytical solu-
tion [3]. These approaches generally base their calculations on lexical and syn-
tactic features such as the number of difficult words and the length of sentences.
On the other hand, deep learning algorithms have been used to provide pre-
dictive functions based on auto-generated features learned from data, achieving
state-of-the-art performance on popular readability benchmarks [4].

Noticeably, the vast majority of the studies that use the analytical formulas
have focused on children and high school texts [3, 4]. Moreover, the promising
results of machine learning have been obtained by testing on datasets compiled
using educational textbooks as the primary source, such as WeeBit [5] and On-
eStopEnglish [6]. Hence, there remains an open question as to how accurately
these methodologies can predict readability scores of text meant for audiences
other than young readers. In this paper we evaluate the performance of the above
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mentioned methodologies by testing them on scientific writing. Several stud-
ies have demonstrated that scientific papers are getting progressively harder to
read [2,7,8]. As science becomes more detailed and specialized, the expertise re-
quired to understand papers has drastically escalated [2]. As a result, knowledge
circulates less freely between the disciplines, which become increasingly isolated.

Arguably, this has significant consequences for both young and senior re-
searchers. Young researchers are faced with the additional challenge of under-
standing highly technical language, while having to simultaneously advance the
grasp of the field they wish to enter. Senior researchers are faced with a higher
cost of exploring new disciplines for similar reasons, hence getting more confined
to their current specialization. A readability score can thus provide researchers
with an idea of the difficulty of a paper prior to reading. This would allow them to
select more accessible material at first, and proceed with more difficult research
in due course, thus facilitating them as they approach a new field.

In this work we focus on papers sampled from Natural Language Process-
ing conference proceedings, using crowd-sourced readability scores as a test set
for the most popular readability formulas and deep learning algorithms. Our
research questions are as follows:

1. Can traditional formulas be reliably used to assess the readability of scientific
texts?

2. Can state-of-the-art machine learning algorithms trained on standard ARA
datasets generalize to scientific writing texts?

We hypothesize that deep learning methods produce more accurate scores
for our test set because they are not designed to take into account handcrafted
features, thus having the potential to capture more general patterns. We believe
that finding an accurate ARA predictor for scientific texts would have a positive
impact for science, as it would enable readers to select research papers based on
their language proficiency and advance their knowledge of difficult topics with
more ease.

2 Research methodology

2.1 Corpus

The corpus used in this study was generated by sampling papers from these
Natural Language Processing conferences: the North American Chapter of the
Association for Computational Linguistics (NAACL), the International Confer-
ence on Computational Linguistics (COLING), and the Conference on Natural
Language Learning (CoNLL). Our choice of conferences was based on their h5-
index score, which is the h-index for articles published in the last five years: it is
the largest number h such that at least h published in the last five years have at
least h citations each. We aimed to select influential conferences, while keeping
the corpus diverse enough. NAACL and COLING are both in the top-5, while
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CoNLL is tenth in the ranking so these conferences represented an ideal choice
for our test set.1

A total of 15 papers were selected. We ensured that each paper had a unique
first author and we then extracted three sections of different lengths up to 100
words for each paper, obtaining 45 short excerpts. This was done in order to
facilitate the labeling effort by having human annotators be required to read
short excerpts instead of the full paper. We controlled excerpt selection for topics
in order to obtain sections with different writing styles but with similar contents.

2.2 Participants

We recruited 24 participants among junior researchers in a number of different
fields, including Computer Science, Natural Language Processing, Mathematics,
Natural and Social Sciences. We recorded information about their background
and we report it in Figure 1.

Fig. 1. Distribution of participants by their background. The majority of
the annotators had a background in NLP and Computer Science, closely
followed by Mathematics and Social Sciences.

2.3 Survey design

In our survey, participants were presented with random excerpts and were asked
to categorize each of the texts into the levels of readability: easy, medium and
hard. Each annotator had to label at least six texts, and could choose to continue
to annotate the entire sample. The gold label was then calculated by taking the
majority label for each text.

1 We used the Google Scholar ranking available at https://scholar.google.es/
citations?view_op=top_venues&hl=en&vq=eng_computationallinguistics.
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We considered the difference in backgrounds of our annotators to be an im-
portant source of confounding. In order to minimize the impact of this con-
founding variable, we ensured that the excerpts in our corpus were selected so
that they contained enough information to be understood on their own, without
access to the rest of the paper or need for prior knowledge.

As a sign of robustness of our survey we report in Table 1 one example of
texts that were about similar topics but that were assigned different gold labels.
In general we found that this occurred frequently. This trend is arguably a sign
that annotators’ were more likely to base their decision for a readability label on
the linguistic features of the text rather than their proficiency with the topic.

Table 1. An example pair of texts about a similar topic (machine transla-
tion) that have been assigned two different gold labels.

Text Gold label
“In historical linguistics, cognate detection is the task of determining
whether sets of words have common etymological roots. Inspired by
the comparative method used by human linguists, we develop a system
for automated cognate detection that frames the task as an inference
problem for a general statistical model consisting of observed data (po-
tentially cognate pairs of words), latent variables (the cognacy status
of pairs) and unknown global parameters (which sounds correspond be-
tween languages). We then give a specific instance of such a model along
with an expectation-maximisation algorithm to infer its parameters.”

hard

“Existing approaches to automated cognate detection (ACD) fail to
fully capture this idea of dealing with mutual dependence using an it-
erative method. Some early approaches are not iterative at all, while
several more recent methods are iterative to some extent but either
only carry out a small fixed number of iterations or use incomplete
and ad hoc methods to update sound correspondences based on ten-
tative cognacy judgements. In this paper we design and implement an
iterative algorithm that uses the method of expectation maximisation
for statistical inference, which is close to historical linguists’ method
of updating sound correspondences in one iteration based on cognacy
judgements from the previous iteration.”

intermediate

To ensure high quality gold labels we calculated the inter-annotator agree-
ment between experts and non-experts using the kappa score metric [9,10].2 The
kappa score is 0.28, which is classified by its authors as a fair agreement score.
Furthermore we ensured that each excerpt was labeled by at least 8 annotators
to ensure that the gold label is of high quality.

2 The kappa score metric is used to measure the agreement of different annotators by
also taking into account the agreement due to chance. It ranges from -1 to 1. Scores
lower than zero signal that agreement occurs by chance, while 1 represents complete
agreement between annotators.
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2.4 Experiments

We tested the following readability formulas on our test corpus:

1. Flesch Reading Ease (FR) [11]
2. Dale-Chall readability formula (DC) [12]
3. Gunning Fog Index (GF) [13]

These are calculated as follows:

FR = 206.835− 1.015×ASL− 84.6×ASW (1)

DC = 15.79× PHW + 0.0496×ASL (2)

GF = 0.4× (ASL+ PHW ) (3)

where ASL is the average sentence length, ASW is the average number of syl-
lables per word, and PHW is the percentage of hard words.

These formulas, like many others, calculate readability by assigning text to
school grades. We opted for these particular ones because they include university
grades, which is the target group of our research. Moreover, the Flesch Reading
Ease and the Dale-Chall are among the most popular formulas by citations. To
convert the scores of our methods to the three readability levels we categorize
grade levels below college freshmen as easy and above college graduates as hard.
The conversion rules are reported in Table 2.

Table 2. Gold label conversion rules for readability formulas

easy intermediate hard
Flesch Reading Ease

score
50 < x ≤ 60 30 < x ≤ 50 x ≤ 30

Dale-Chall
readability formula

x ≤ 8.99 9 ≤ x < 9.9 x ≥ 10

Gunning Fog Index x ≤ 13.99 14 ≤ x < 16.99 x ≥ 17

Since these methods use a lexicon of difficult words to make their predictions,
and because such lexicon was not available to us, we manually inserted the
excerpts into online platforms for calculating the readability.3

For the deep learning methods we selected the BERT transformer architec-
ture due to its popularity and high performance on a wide range of natural
language processing tasks [14].4 Moreover, the model achieves state-of-the-art
performance on both the WeeBit [5] and the OneStopEnglish [6] benchmarks.

3 The platforms we used are: goodcalculators.com/flesch-kincaid-calculator,
charactercalculator.com/dale-chall-readability, gunning-fog-index.com

4 For an introduction to BERT we refer the reader to this blog post https://
jalammar.github.io/illustrated-bert/.
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We used a pre-trained bert-base-cased implementation provided by Hug-
gingFace in their transformers library.5 We fine-tuned the model on the On-
eStopEnglish dataset using an 80-20 split for training and testing. We ran ex-
periments for 3, 5, 7, 10 and 15 epochs and recorded the test accuracy score. We
report the test accuracy in Table 3.

Table 3. Test accuracy score of fine-tuned BERT model on OneStopEnglish
test set

Num. epochs Test accuracy
3 84%
5 92%
7 93%
10 95%
15 96%

We recorded the labels predicted by each of the methodologies above and
calculated the accuracy on our scientific writing corpus. We report our findings
in the next section.

3 Results

We report the accuracy of each of the four methodologies on our scientific writ-
ing annotated corpus in Table 4. The scores were calculated using the accuracy
score from the sklearn library in Python.6 As we can observe, all of the scores
are rather low. Noticeably, BERT (7 epochs) and the Gunning Fog index pro-
duced similar results, and are the only methods that perform better than random
guessing.7

Table 4. Accuracy scores on scientific writing test set. The best scores are
in bold.

Method Accuracy
Flesch Reading Ease score 0.31
Dale-Chall readability formula 0.22
Gunning Fog Index 0.36
BERT (3 epochs) 0.2
BERT (5 epochs) 0.36
BERT (7 epochs) 0.27
BERT (10 epochs) 0.31
BERT (15 epochs) 0.27

5 https://huggingface.co/bert-base-cased
6 Documentation details available at https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.accuracy_score.html.

7 Recall that random guessing for a three-class classification task is 33%.
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We analyzed the errors for each of the methods. We present in Table 5 the
confusion matrix of the Flesch Reading Ease score. Noticeably, the majority of
the mistakes for this method are due to overestimating the difficulty level of the
text. For example a text with gold label “medium” is estimated to be hard 8
times compared to a text with gold label “easy”, for which this mistake occurs
only once. This could be resolved by adjusting the conversion of the scales. How-
ever, this would not be a reasonable strategy, as it is based on the unrealistic
assumption that all testing data we are interested in predicting will have gold
labels with which the scale can be adjusted. Hence, we conclude that the Flesch
Reading Ease score cannot provide an accurate predictor for scientific writing.

Table 5. Confusion matrix of the Flesch Reading Ease

True\Flesch easy intermediate hard Total
easy 5 8 9 22

intermediate 1 4 8 13
hard 0 5 5 10
Total 6 17 22 45

Table 6 reports the confusion matrix of the Dale-Chall readability formula. Note
that the performance of this method is very low in almost all cases and the for-
mula fails to provide with a good predictor for scientific writing.

Table 6. Confusion matrix of the Dale-Chall readability formula

True\Dale easy intermediate hard Total
easy 4 9 9 22

intermediate 6 4 3 13
hard 5 3 2 10
Total 15 16 14 45

The Gunning Fog Index (Table 7) achieves 36% accuracy on our test set, and
is thus the best performing along with BERT. Noticeably, this method makes
substantially more errors when the true label of the text is “easy”. In this case
it classifies the majority of the texts as being “hard” instead, which is not very
intuitive: we would expect the formula to confuse more similar values, instead
of the extremes. If we could reduce this error, the formula would perform better
on scientific texts.
BERT also achieves 36% accuracy on our test set when trained for 5 epochs. Ta-
ble 8 illustrates the corresponding confusion matrix. Notice that it classifies over
one half of the cases as hard, even though only a fourth of the texts are actually
hard according to the gold labels. Because of its preference for the hard exam-
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Table 7. Confusion matrix of the Gunning Fog Index

True\Gunning easy intermediate hard Total
easy 6 5 11 22

intermediate 3 5 5 13
hard 4 1 5 10
Total 13 11 21 45

ples it performs worse when classifying normal and easy texts correctly. This
could potentially be improved with more regularization in order to discourage
the model from preferring one label over the others.

Table 8. Confusion matrix of BERT trained for 5 epochs

True\Bert easy intermediate hard Total
easy 7 1 14 22

intermediate 3 3 7 13
hard 1 3 6 10
Total 11 7 27 45

Figure 2 illustrates the stark difference in performance for BERT when tested
with the OneStopEnglish dataset and our scientific writing corpus test set. The
evident lower accuracy signals poor generalization abilities of this model.

4 Conclusion

With respect to our research questions we can conclude that

1. The traditional readability formulas we used are currently unable to provide
accurate predictions for scientific writing texts

2. The state-of-the-art deep learning models we tested show poor generalization
skills for scientific writing texts

Moreover we can observe that our initial hypothesis was incorrect, since the
Gunning Fog Index was able to match performance with BERT, and out of the
five BERT models that we fine-tuned none was higher than the other formulas
(see Table 4).

We believe that the poor accuracy of the readability formulas is mostly due
to two reasons. Firstly, the lexicons for hard words that they utilize are unlikely
to cover scientific jargon. Secondly, the linguistic features they base their calcu-
lations on are too shallow. The latter criticism of the formulas is supported by
multiple studies that highlighted the limitations of the used features [3, 15]. As
for the deep learning methods, we believe that better results could be achieved
if they were fine-tuned on more diverse and larger datasets for ARA.
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Fig. 2. Difference in test accuracy for BERT model on OneStopEnglish
dataset and the scientific writing corpus, by number of training epochs.
The distance between the two lines represents the lack of generalization
abilities of the model.

In this paper we have analyzed different methods to assess readability. To
conduct this analysis we created a test set for readability of scientific papers. We
obtained the gold labels for this test set through human annotations collected in
our survey. We compared the predictions from the Flesch Readability Ease, the
Dale-Chall, the Gunning Fog indexes, and a BERT-based classifier to the gold
labels. Based on the accuracies of each method, we concluded that the Gunning
Fog Index and BERT perform the best.

However their accuracy is only slightly better than guessing. Therefore nei-
ther of these methods should be used to predict the readability of scientific
papers. We recommend improving these formulas for scientific texts instead. For
the analytical formulas further research is necessary to test different linguistic
features and their performance on scientific articles. For the deep learning al-
gorithms, more elaborate datasets should be developed. These datasets should
contain enough humanly annotated samples from scientific texts.
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