THE HUMAN EMOTIONAL INTIMACY EFFECT

**Synthetic versus human voices in audiobooks**

**The human emotional intimacy effect**

Emma Rodero and Ignacio Lucas

**Abstract**

Human voices narrate most audiobooks, but the fast development of speech synthesis technology has enabled the possibility of using artificial voices. This raises the question as to whether the listeners’ cognitive processing is the same when listening to a synthetic or a human voice telling a story. This research aims to compare the listeners’ perception, creation of mental images, narrative engagement, physiological response, and recognition of information when listening to stories conveyed by human and synthetic voices. The results showed that listeners enjoyed stories narrated by a human voice more than a synthetic one. Also, they created more mental images, were more engaged, paid more attention, had a more positive emotional response, and remembered more information. Speech synthesis has experienced considerable progress. However, there are still significant differences versus human voices, so that using them to narrate long stories, such as audiobooks do, is difficult.

**Keywords**

Human voice; synthetic voice; perception; cognitive processing; physiological response; talking books; audiobooks
THE HUMAN EMOTIONAL INTIMACY EFFECT

Introduction

We are living in the golden age of audio. As many people are overwhelmingly busy, they have changed their consumption habits and started listening to podcasts or audiobooks while doing other activities. If you do not have time to read, you can listen to an audiobook while cooking or driving. More and more people listen to audiobooks or audio stories, especially by using earphones (Have and Pedersen, 2020; Tattersall Wallin and Nolin, 2020). According to an Edison Research survey (2019), the average number of audiobooks listened to per year has increased from 6.8 in 2019 to 8.1 in 2020. Most audiobooks are listened to through mobile phones using earbuds. However, new media forms, like smart speakers, become social actors that encourage these new habits (Humphry and Chesher, 2020). Smart speakers allow people to do everyday tasks as listening by using a voice command. The most popular voice-activated devices are Amazon Echo, Google Home, and Apple HomePod (Edison Research, 2020). According to an Edison Research study (2020), 24% of Americans own a smart speaker. In 2020, these owners used these devices more often (43%) than in 2019. In this context, many people have started to consume audio in smart speakers (23%), almost in the same proportion as radio (25%). Most of the owners use these devices for playing music (85%), but regarding audio also for listening to the radio (45%) and for reading short stories (17%). In a recent survey, the Audio Publishers Association’s annual sales survey (2020) showed that 46% of smart speaker owners had used it to listen to an audiobook, 31% more than in 2018.

An audiobook is a recording of a published book. The Audio Publishers Association in 1994 established this term as the industry standard (APA, 2021). However, initially, they were named talking books. This name came from the program that the American Foundation for the Blind launched for veterans injured during World War I and blind adults. Today, books read for blind or print disabled people are known as “talking books.” (Thoet, 2017). These books are mainly listened to by using a device that facilitates navigation throughout the book so that
blind people can listen to a synthetic voice reading, for example, the chapter, the page, or the footnotes. The text of the book is generally narrated by a human voice, although there also are synthetic-narrated titles. Another possibility is to have the text of the book that is read by a text-to-speech system. Therefore, artificial voices have been used in talking books for some years, and blind people and individuals with reading impairments could be more used to listening to them. However, they are not common in commercial audiobooks for the general population. There is a growing debate about this subject, as speech synthesis technology has improved substantially, and artificial voices do not sound robotic anymore (Dormehl, 2019). For audiobook companies, using artificial voices can be more feasible, and listeners also can choose a text-to-speech technology to listen to them; Amazon Alexa offers this option. For audiobook producers, this is an easier and cheaper solution than paying a human narrator. However, the question that arises is whether the experience is the same when listening to a synthetic voice telling a story, compared to a human voice. Listening to an artificial voice in brief messages to navigate throughout the book (which we can understand as a functional use) is one thing, but to listen to the entire narration with this kind of voice (which we can conceive as a creative or artistic use) is quite another. As far as we know, no studies have analyzed the cognitive processing of human versus synthetic voices when narrating stories measuring the participants’ physiological response. Therefore, this research aims to compare the listeners’ perception, physiological response, and recognition of information when listening to stories conveyed by human and synthetic voices (through Alexa). Although Alexa can play audiobooks narrated by human or artificial voices, in this study, we tested the synthetic voice with this smart speaker, as this device can easily read any book with a voice command, and people are used to listening to this voice. We analyzed the stories’ likability and enjoyment, creation of mental images (imagery), narrative engagement, attention levels (via heart rate),
physiological arousal (via electrodermal activity), emotional valence (via facial detection), and recognition of information (via a memory test).

This study makes two main contributions: a) to determine how human versus artificial voices are processed when narrating a story, showing that a “human emotional intimacy effect” is produced; and b) to demonstrate how human versus artificial voices affect the individuals’ physiological response.

**Theoretical Background**

*Perception of Synthetic Voices*

Some studies have demonstrated differences in perception between synthetic and human voices, mainly due to the sound’s low quality (Syrdal et al., 1994; Winters and Pisoni, 2004; Chen, 2006). The human voice’s superiority has been called the “voice effect” or “voice principle” (Mayer, 2014). According to this effect, learning is more effective in terms of retention and transfer outcomes when a human voice delivers the content compared to a machine voice. Therefore, human voices are considered more effective than synthesized for teaching.

There is no doubt that technology plays a critical role in the perception of these voices. The main elements that characterize synthetic voices’ quality are intelligibility and naturalness (Paris et al., 2000). As some studies have demonstrated (Craig and Schroeder, 2017, 2019), perception improves when synthetic voices have better sound quality. Current technology has considerably improved in the last years, and synthetic voices now sound more intelligible and natural (Wolters et al., 2014). Some companies are now using Artificial Intelligence (A.I.) to enhance intelligibility. This advance has significantly enhanced synthetic voices to the point that it is hard to differentiate if they are human or artificial. However, speech naturalness, conveyed through prosody, is still a challenge, especially when the speech’s content is a creative format like a story. Listening in smart speakers to a synthetic voice delivering
instructions or brief information, like the weather, can be tolerable, as some studies have shown (Rodero, 2017), but listening to a synthetic voice in an audiobook for hours may not be an entirely satisfactory experience. Synthetic voices are not yet as expressive as human voices, and this poor performance becomes a relevant problem when the stimulus is artistic or aesthetic as in a long story, usually listened to while listeners are moving (Tattersall Wallin and Nolin, 2020). Therefore, it is an activity that demands prosody variations to avoid a drop in listeners’ attention.

Moreover, human voices possess a specific quality. They are embodied voices. The speaker’s body is completely involved in generating it (Barker, 2015). This means that when we hear it, we listen to the sound and the body that produces it, the grain of the voice in Barthes’s words (1985). Some studies have shown that listeners have a remarkable ability to recognize characteristics, including the speaker’s age, gender, height, and weight (Assmann et al., 2006; Mulac & Giles, 1996; van Dommelen & Moxness, 1995). “When we listen to a voice, we draw a specific physical portrait of its owner in our minds, based on its vocal features.” (Rodero, 2020: 18). This presence of the body is perceived in the vocal features, especially in the voice tone, and in the non-articulated sounds such as respirations, vocalizations, or fillers (e.g. umm). These voice sounds (e.g. saliva, tongue clicking, lips popping) inherent to a human voice are amplified by microphones, making them expressive (Connor, 2000). Therefore, when we listen to a human voice, this voice calls for a body (Chion, 1994), and this characteristic makes each voice unique, “an expression of one distinct embodied individual to another” (Cavarero, 2005: 197-210). “The voice is thus always written by the body” (Di Matteo, 2015). However, we do not have these human references in synthetic voices. From this point of view, technology denatures artificial voices by decoupling them from the body. This lack of naturalness can be why synthetic voices are still rejected (Parker, 2013).
This weaker position of synthetic voices can also be the reason why they usually are perceived as poor. Stern et al. (1999 and 2003) found that human voices, both male and female, were perceived as more favorable and less negative than computer-synthesized voices. Mullennix et al. (2003) showed that female synthetic voices were perceived as less pleasing, less convincing, and less truthful, squeakier, more accented, and nasal than female human voices. Also, human voices are more trusted than artificial voices and, therefore, robots with more human features influence user’s social responses to a greater extent (Xu, 2019). Recently, Rodero (2017) concluded that human voices were better perceived than synthetic voices in advertising messages. Specifically, human voices were assessed as more effective, more appropriate, pleasant, credible, persuasive, understandable, and clearer than synthetic voices. They were also considered more suitable for emotional communication, which is especially important to tell a story. If the perception of these human voices is more positive, as these studies have shown, we may also deduce that the experience of listening to a story will be better when delivered by a human voice and, therefore, that listeners will enjoy stories narrated by human voices more. These considerations lead to the first hypothesis of this study.

**H1.** Participants will enjoy audio stories told by a human voice more than audio stories delivered by a synthetic voice.

Voice perception can also affect other factors that, in turn, may condition listeners’ cognitive processing. Regarding storytelling, two of these relevant factors to process a story are imagery and engagement.

Mental imagery is the experience in which listeners create mental images in their minds in the absence of an object or stimulus (Bone and Ellen, 1992; Kosslyn, 1994; Kosslyn et al., 2001). Thus, this experience implies the encoding, processing, and evocation in memory of the stimulus by creating a semi-perceptual representation (Babin and Burns, 1998). Some studies have suggested that creating mental images in people’s minds improves cognitive processing,
as the brain is actively working to draw these images (Paivio, 1991). Regarding audio and advertising, some studies have concluded that high-imagery commercials are more effective, as they improve recall of information (Bolls and Lang, 2003; Goosens, 1994; Miller and Marks, 1997). Regarding audio stories, Rodero (2012) has shown that some audio features can stimulate the creation of mental images, although, in this study, the verbal stories attained the lowest imagery and attention levels compared with the use of sound effects or sound shots.

From this idea, we can derive that if there is deeper cognitive processing elaborating these mental images, which enhances memory, individuals will be more engaged with the story and the characters (Mar and Oatley, 2008). Along with the type of narration, mental imagery’s potential to increase engagement is supported by some studies (Green and Brock, 2000; Green, 2004). There is a strong relationship between engagement and imagery. When individuals are enjoying the narrative, feel connected with the characters, are immersed in the story, and engaged, the number of mental images created in their minds is higher (Bolls and Muehling, 2007; Busselle Bilandzic, 2008). There are no studies measuring imagery and narrative engagement of synthetic voices to the best of our knowledge. However, based on previous research and bearing in mind that some studies have shown that artificial voices are not as well perceived and comprehended, we posit the next hypothesis.

**H2.** The audio stories narrated by a human voice will achieve a higher level of imagery and narrative engagement than the stories with a synthetic voice.

If human voices are better perceived, listeners create more mental images and feel more connected to the story with a strong narrative engagement is easy to infer that the attention levels to the story, the emotional response, and the recall of information also will be higher than listening to a story narrated with synthetic voices. We analyze these aspects in the next section.
Psychological Response to Synthetic Voices

The lack of naturalness of synthetic voices compared to human ones can also negatively affect the listeners’ physiological response. Some studies have shown that the encoding process of the speech delivered by synthetic voices is more demanding and requires more time than human voices (Roring et al., 2007). Consequently, this difficulty means that listeners may need to allocate more cognitive resources to process the message correctly, and this effort could imply a higher cognitive load (Luce et al., 1983; Taake, 2009). Winters and Pisoni (2004) found that participants took longer to respond to a synthetic voice than a human voice, requiring more effort from the listener. However, the recent improvement in synthetic speech might have reduced the energy charge to process artificial voices. Craig and Schroeder (2017, 2019) showed that the cognitive load of human and synthetic voices was equivalent when modern technology was used. However, in these experiments, the authors used a virtual human, adding human appearance and gestures, not only a voice sound. As artificial voices do not sound as expressive as human ones, we can deduce that listening to an audiobook for a long time narrated by a synthetic voice may produce a higher cognitive effort and provoke an overload and a drop of attention (Delogu et al., 1998). Considering these previous studies, we expected that listeners pay less attention to the stories conveyed by a synthetic voice than a human voice. This lack of attention and interest toward synthetic voices could also be reflected in a less intense emotional response, both in arousal and valence, the two main dimensions of emotion (Bradley and Lang, 1994). Arousal represents the intensity of the emotion, from calmness to excitement, while valence is the pleasure of this feeling regarding negative or positive emotion. If the perception of synthetic voices is more negative than human voices and the levels of enjoyment, narrative engagement and imagery are lower, then we can infer that the levels of arousal will be also lower and the emotion more negative. As far as we know, there are no studies that analyze synthetic voices by measuring attention using heart rate, arousal indexed by electrodermal
activity, and emotional valence with facial recognition. There also are no studies of this type related to audiobooks. However, based on the literature review, we can postulate the third hypothesis of this study.

**H3.** The audio stories narrated by a human voice will attain higher attention, physiological arousal, and more positive emotion than audio stories delivered by a synthetic voice.

**Recognition of Information**

A critical part of cognitive processing is memory. If listeners cannot remember or comprehend the information they hear, then the communication process will have failed. Some studies have found that synthetic voices are more difficult to understand than human voices (Lai et al., 2000). Due to artificiality, listeners need more cognitive resources to process synthetic voices, and therefore, the cognitive effort is greater than when processing human voices. This artificiality affects the recall process (Wouters, Paas, and Merrienboer, 2008). However, this extensive use of cognitive resources could be beneficial. If more resources are allocated to process the stimulus, listeners will pay more attention, and then recall or recognition of information could obtain optimal levels, according to Luce (1981). This hypothesis seems to be proven in some studies in which there were no differences in recall between synthetic and human voices, although these studies are not recent (Pisoni and Hunnicut, 1980; Moody and Joost, 1986; Paris et al., 1995). This lack of differences was more evident when the content to recall was straightforward (Jenkins and Franklin, 1982). However, this is not the case with audiobooks. The narrative is simple, but the length and variety of actions and characters can be complicated to process when narrated by a monotonous voice. Prosody variations are decisive for memory, as some studies have shown (Rodero et al., 2017). These melodic changes are essential for the recall and comprehension of synthetic voices (Sanderman and Collier, 1997; Paris et al., 2000). If processing synthetic voices is challenging
due to the lack of naturalness and becomes a prolonged activity, individuals can grow tired, become inattentive, and then abandon the task. In this case, they should need more resources to process the message. Lang et al. (2015) showed that if the level of structural features is low and the information introduced is high, then recognition accuracy is low. This could be the case with synthetic voices and audiobooks. The structural features level is low (one artificial voice), but the information introduced is high (a mechanical voice). Therefore, the result could be low recognition, according to these authors. In these circumstances, listeners can suffer a cognitive overload, as Rodero (2016) has demonstrated when listeners process fast speech. Consequently, we can hypothesize that if listeners enjoy less the stories narrated by synthetic voices, and the engagement, the creation of mental images, the attention, arousal, and valence are lower, then recognition of information should be affected. This leads us to the last hypothesis.

**H4.** The audio stories narrated by a human voice will achieve higher recognition of information than audio stories delivered by a synthetic voice.

**Method**

*Experimental Design*

The experiment was a mixed factorial design with two kinds of voices (human and synthetic), two stories, and two presentation orders. We recruited a professional female voice actor as the human voice and used Amazon’s Alexa as the synthetic voice. The two stories were delivered by both the human female voice and the female synthetic voice (Alexa). The order was the only between-subjects factor. Half of the participants first listened to story one with a human voice and then story two with a synthetic voice. The other half first listened to story one with a synthetic voice and then story two with a human voice. As participants performed a recognition of information test, each subject had to listen to different stories.

All statistical analyses of scales (enjoyment, imagery, narrative engagement) and
recognition of information were submitted to a two (voices) by two (stories) analysis of variance (ANOVA). The order was not significant. All statistical analyses of physiological data (arousal and attention) were submitted to a two (voices) by three minutes (length of the stories) repeated measures ANOVA. The methodology of this research employs a multidimensional approach analyzing self-reported data, psychophysiological measures, and memory tests (Potter and Bolls, 2012). The self-report scales measure the participants’ perception, the psychophysiological data (heart rate, skin conductance, and facial recognition), attention, arousal, valence, and the recognition of information quantify the encoding process. This triple operationalization helps to be more accurate in understanding the participants’ processing of human compared to synthesized voices (Anderson et al., 2007).

**Participants**

Sixty participants ($n = 60$) took part in this study. Participants included 35 females and 25 males, aged between 19 and 35 ($M = 25$). The criteria to participate in this study were to be a habitual audiobook listener and native in the stories’ language. The exclusion criteria were age below 18 years old and hearing impairments. We recruited the participants from the population through announcements in different outlets and social networks. Once we collected the volunteers (70), we removed those that did not meet the criteria. Then, using email lists, we assigned them an order of stimulus presentation. The sample size was according to the psychophysiological studies in media (Potter and Bolls, 2012). All the participants were exposed to all the conditions (human and synthetic voices).

**Stimuli**

The materials were composed of two audio stories in Spanish, as the experiment was conducted in Spain. A professional author wrote the stories specifically for this study to control all aspects of the content. The participants needed not to know the stories, as this factor could affect attention and especially recognition of information. Both stories contained exactly the
same words and number of exclamatory and interrogative sentences. The main character in both stories was a woman. Therefore, we recruited a professional female voice actress as the human voice and used Amazon’s Alexa, which uses a female voice, as the synthetic voice. For selecting the female voice, we conducted a previous casting. The duration of both stories was about three minutes.

**Dependent Variables**

**Enjoyment.** Participants were asked two questions in two 7-point scales: “Did you like the story?” and “Did you enjoy the story?” Both scales formed the enjoyment level. The Cronbach Alpha coefficient for this scale was .76; thus, a high coefficient.

**Imagery Scale.** We used the imagery scale by Ellen and Bone (1991) to measure the quality and quantity of mental images created in the participants’ minds. The stimulation of mental images was operationalized by measuring the vividness and the quantity of the images. First, vividness is the clarity of the images that an individual creates in mind. Vividness is a scale of seven points formed by the following items – how clear, detailed, vivid, well defined, and lifelike the images are – with a scale for each value. The average of all the items on this scale was the vividness level. Second, quantity/ease is the number of images stimulated in the participants’ minds after listening to each story. The next questions compose the seven-points scale: to what extent you generated mental images; how many images were stimulated; what degree of difficulty they experienced in generating the images in their mind; how fast they created these images; and whether they would agree that they had generated images without difficulty. The average of the scale formed the quantity/ease level. The average of the two scales (vividness and quantity) formed the imagery variable. Cronbach Alpha coefficient was .90; thus, with a high coefficient in the reliability tests.

**Narrative Engagement.** We used the narrative engagement scale by Busselle and Bilandzic (2009). This scale has been applied to different narrative studies. The narrative engagement
scale measures four dimensions – attentional focus, narrative understanding, emotional engagement, and narrative presence – asking for different aspects. Values were reversed to have higher scores suggesting a more robust feeling. Cronbach Alpha coefficient was .72. The complete scale is in the Appendix.

_Physiological Data_. The measures were attention and emotional response (arousal and valence). Attention was measured using heart rate in beats per minute (BPM). A polygraph Biopac MP-160 (Biopac Systems) registered the electrocardiogram (ECG) from which we extracted the participants’ heart rate using the R-wave peaks. ECG was recorded with a sampling rate of 1000 Hz a band-pass filter of 0.5-35 Hz. Two Beckman standard Ag-AgCl electrodes (8-mm sensor diameter) were placed on the participants’ chest and abdominal part with a ground electrode on the non-dominant side. Interbeat intervals were visually inspected for artifacts and premature beats. Segments containing artifacts were excluded. The heart rate’s deceleration represents an increase in attention and cognitive effort (Potter and Bolls, 2012).

Arousal was measured with electrodermal activity, which was based on recording the eccrine glands’ activity found mainly in hand. Two 8mm AG/AGCL electrodes were attached to the participants’ non-dominant hand fingers with a constant voltage (.5V). The values were registered by a polygraph Biopac MP-160 (Biopac Systems). For each participant, the signal was calibrated before the experimental session and was recorded with a sampling rate of 1000 Hz and Low pass filters (LP: 66.5 Hz, Q = 0.5 and LP: 38.5 Hz, Q = 1).

The facial analysis measured the emotional dimension of valence. The valence dimension refers to the positive or negative emotions of an individual exposed to a stimulus. The Facial Analysis recognition software, _Facereader_ (Noldus), identified the concrete emotions that the participants felt while listening to the audio stories (neutral, happiness, sadness, anger, contempt, disgust, surprise, and fear). From these data, we extracted the general valence level.
Responses in heart rate, skin conductance, and facial expression were determined by averaging across segments of 5 seconds. The 10 seconds previous to each audio presentation were used as the baseline. The response was measured for a total of 190 seconds (38 segments) after the audio onset. Response scores were calculated by subtracting the baseline values from the response signal.

**Recognition of Information.** Once the participants listened to each story, the recognition of information was measured using a multiple-choice test. Participants had to answer five questions by each story for which they had three possible answers. Recognition accuracy was scored as 1 for hits and 0 for errors.

**Experimental Procedure**

Once a participant showed interest in taking part in the experiment, he or she was assigned a day and time and an experimental condition (version 1 or 2). Then, each subject went to the lab to participate in the experiment. When they arrived, the first step was to sign the Consent Statement. Once the participants signed the documents, we placed sensors attached to their bodies to get the psychophysiological response – sensors in the chest for heart rate (ECG) and electrodes in their hands for electrodermal activity (EDA). Physiological data acquisition was performed continuously during the experiment using Biopac MP-160 (Biopac Systems). A camera in front of the participants registered the facial expressions to measure valence. The participants listened to the two different stories in two different orders to avoid that the participants’ tiredness could affect the same story. After listening to each story, they had to rate the commercial using the enjoyment, imagery, narrative engagement scales, and five questions for the recognition test. The total duration of the experiment was 30 minutes. Each participant received 10 euros in cash for his or her participation in this study.

**Results**

Table 1 shows all the descriptive statistics.
Hypothesis 1. Enjoyment

Hypothesis 1 established that participants would enjoy audio stories told by a human voice more than audio stories delivered by a synthetic voice. Main effects were found for the type of voice in the variables like, enjoyment, and the general level of enjoyment. The story narrated by a human voice was more liked, and participants enjoyed more, therefore, the enjoyment level was higher than the same story with a synthetic voice. The story and the interaction between the type of voice and the story were not significant in any variable. The data supports hypothesis 1.

Hypothesis 2. Imagery and Engagement

Hypothesis 2 posited that the audio stories narrated by a human voice will achieve a higher level of imagery and engagement than the stories with a synthetic voice. The variable imagery was composed of the vividness and quantity of the participants’ mental images. Main effects were found for vividness, quantity, and imagery in the type of voice. The story narrated by a human voice created more vivid images, more mental images, and a higher level of imagery than the same story with a synthetic voice. The story and the interaction between the type of voice and the story were not significant in any variable.

Secondly, the variable narrative engagement was composed by the focus on the story, the understanding, the emotional response, and the narrative presence. There were significant results for the type of voice in all the variables. Participants focused more on the story narrated by a human voice, understood it better, had a stronger emotional response, and felt more present in the narrative than in the same story with a synthetic voice. The story and the interaction between the type of voice and the story were not significant in any variable. The data supports hypothesis 2.
Hypothesis 3. Physiological Response

Hypothesis 3 posited that the audio stories narrated by a human voice will attain a higher level of attention, physiological arousal, and positive emotion compared to audio stories delivered by a synthetic voice.

For attention, measured with heart rate, there were significant results in the type of voice and the interaction between the type of voice and the time of the story, $F(1, 59) = 2.17, p < .001$. The human voice registered a lower heart rate than the synthetic. This means that participants paid more attention and had less of a cognitive load to human voices than to synthetic ones. Figure 1 shows the results.

[Figure 1 here]

There were significant results in the interaction between the type of voice and the time of the story regarding arousal, measured with electrodermal activity, $F(1, 59) = 1.75, p = .004$. Participants had higher levels of emotional activation throughout the story listening to human voices than to synthetic ones. Figure 2 shows the results.

[Figure 2 here]

In the valence variable, measured with facial recognition, there were significant results for the type of voice. The story and the interaction between the type of voice and the story were not significant. The happiness, sadness, anger, surprise and disgust emotions were significant (all $p$ values $< .001$). Participants had a positive valence in the story narrated by a human voice and a negative one in the same story narrated by a synthetic voice. Therefore, they felt more happiness in the stories conveyed by a human voice than with the synthetic voice. Conversely,
they felt more sadness, anger, surprise and disgust with the artificial voice. Stories were not significant in any case. The data supports hypothesis 3.

**Hypothesis 4. Recognition of Information**

Hypothesis 4 suggested that the audio stories narrated by a human voice would achieve higher recognition of information compared to audio stories delivered by a synthetic voice. In this variable, there were significant results for the type of voice. Participants recalled more information in the story narrated by a human voice than in the same story narrated by a synthetic voice. The story and the interaction between the type of voice and the story were not significant. Therefore, we can conclude that hypothesis 4 is also supported. Table 2 shows the ANOVA results for all the variables.

![Table 2 here]

**Discussion**

This study analyzed the listeners’ perception, physiological response, and recognition of information when listening to audio stories, like audiobooks, conveyed by human and synthetic voices (Amazon Alexa). In particular, we analyzed the participants’ enjoyment, imagery, engagement, attention, physiological arousal, emotional valence, and recognition of information.

The results of the study were conclusive. Human voices – in this case, a female voice – obtained a better result in all the variables than the artificial voice (Alexa), indicating that the deeper level of processing had a stronger emotional response. The self-perception of enjoyment, imagery, and engagement; the physiological levels of arousal, attention, and valence, and the recognition of information were significantly superior in the stories narrated by the human compared to the synthetic voice when they were exactly the same. Therefore,
these results can be explained according to the “human emotional intimacy effect” that we have
proposed in this study. This principle is also in line with the “voice effect” (Mayer, 2014).

First, the perception of the two stories narrated with a human voice was more positive.
Participants reported that these stories were more liked, and they enjoyed more than when
Alexa conveyed them. Some studies have shown that human voices are perceived as more
persuasive, convincing and truthful, and squeakier than synthetic voices (Stern et al., 2003;
Mullennix et al., 2003; Rodero, 2017). According to these studies, if the perception was more
positive, then logically, the stories narrated by a human voice also were the best enjoyed.
Therefore, these results are aligned with previous research.

Secondly, participants felt more engaged with the stories narrated by a human voice. If
participants enjoyed the human stories more, we could reasonably conclude that the self-
reported engagement was greater. The narrative understanding, presence, attentional focus, and
emotional engagement were significantly higher when participants listened to the actress
compared to Alexa. As the listeners felt more connected with the characters and immersed in
the story, they also created more mental images as well as more vivid ones than when listening
to the stories with a synthetic voice, according to the results of different studies about
storytelling and audio (Bolls and Lang, 2003; Goosens, 1994; Green, 2004; Miller and Marks,
1997, Rodero, 2012). The data suggests that the encoding process was more effective with the
human voice than Alexa (Mar and Oatley, 2008), as the psychological results showed.

Third, listeners paid more attention to the stories with the human voice than the artificial
one. The data suggest that participants allocated more cognitive resources to process stories
told by a human voice. Also, the emotional activation that we measured with electrodermal
activity was higher with the human voice. This high arousal reinforces the results of the self-
perception in which participants reported more emotional engagement. For the stories
conveyed by a human voice, the arousal was greater with a stronger emotional response than
listening to Alexa. Along with this, the emotional valence was more positive for the human than the synthetic voice. Participants felt more happiness with the human voice and more sadness, anger, surprise, and disgust with the synthetic voice. Therefore, they felt more negative emotions and were more surprised with Alexa. Altogether, the physiological results showed greater activation of the autonomic nervous system, stronger and more positive emotional response, and better cognitive processing with a higher attention level in the human voice case.

Fourth, this better cognitive processing was finally shown with the results of the recognition test. Participants recalled more information about the stories in the case of human voices compared to Alexa. According to previous research, the memory results of this study showed better recall and comprehension levels for human voices (Lai et al., 2000; Wolters et al., 2008). Due to the artificiality, for listeners, processing an artificial voice was difficult, and, therefore, the recognition was affected. According to the studies by Lang et al. (2015), as the level of structural features was low (one artificial voice), but when the information introduced was high (a mechanical voice), recognition accuracy was low. Prosody variations are decisive for memory, and consequently, melody changes are essential for recall and comprehension of synthetic voices, as some studies have shown (Sanderman and Collier, 1997; Paris et al., 2000; Rodero et al., 2017).

All in all, this study results reveal the power of listening to a human voice when narrating stories, causing what we call a “human emotional intimacy effect.” When people listen to a human voice, they experience a closeness and connection feeling that activates a solid and positive emotional response, as shown in the physiological response. Human voices are strongly connected with our brain and emotions, as they represent our primary means of communication. Moreover, they are embodied voices, and their sound transmits a human body’s presence (Barker, 2015; Barthes, 1994; Di Matteo, 2015; Rodero, 2020). This body
reference is perceived both in the vocal features and in non-articulated sounds, such as respirations, vocalizations, or fillers (umm) that can make the narration in an audiobook more human and expressive (Connor, 2000). Therefore, this closeness of human voices increased the participants’ emotional engagement and then they created more mental images. The human and body presence and the emotional connection enhanced the attention levels, aided by an increment in expressivity. Human beings use their voices to express thoughts and feelings and to form social relationships. Furthermore, human voices are a very rich and versatile instrument. The different prosody variations that modify voice can produce a great variety of different expressions. These changes conveyed through voice, sometimes very subtle, help individuals provide the meaning of the speech and their intention and emotion. In the narrative, these prosody variations are crucial to give the tone and sense to the story’s content and especially to deliver the necessary doses of expressivity to the narration and interpretation. Therefore, we can conclude that prosody and narrative are inherently connected. Narrators must use different prosody features to engage listeners, maintain attention throughout the story, and create emotional connections (Sanderman and Collier, 1997; Paris et al., 2000; Rodero et al., 2017). Finally, all these factors improved the listeners’ cognitive processing, as they recalled more information about the stories with a human voice.

However, while for human voices there are no limits to combining the different features and forming of very different sounds to give all the nuances to the narration of a story, synthetic voices have limited options. Furthermore, they are without a human body, and, in consequence, they have no human references (e.g., respirations, fillers, saliva, tongue clicking, lips popping). These can be some of the reasons why, still today, artificial voices are not as expressive as human ones. The lack of expressive performance conveyed through the appropriate use of prosody variations could leave our participants with a less positive perception, engagement, and creation of mental images. This problem could also hinder their cognitive processing, with
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less attention, autonomic arousal, positive emotion, and recognition of information. Ultimately, the “human emotional intimacy effect” connected to a human body was not produced, and there was no affective connection or closeness. These could be some of the reasons for explaining these results.

This study’s results can be of great interest to the audiobook industry and for all the sound industry in general, particularly this devoted to fiction formats, such as fiction podcasts or radio/audio dramas, for example. The findings clearly can help the audiobooks and talking books companies to understand the relevance of the human voice in creative works as a book narration is. Artificial voices can help develop functional tasks, like delivering brief messages or instructions (Rodero, 2017). This functional practice can make life easier for the general population by giving brief information, such as the traffic or the forecast, and making accessible formats for the elderly, people who are blind or have reading impairments, for instance, navigating in talking books. However, narrating a story or a book is a creative process that requires high doses of expressivity to engage listeners. Professional actors are specifically trained to interpret the narration with enough prosody variations to elicit a stronger emotional response in the listeners compared to synthetic voices, as this study has demonstrated. Therefore, if the audiobooks or talking books companies’ goal is to create an emotional impact, make this experience enjoyable, and improve people’s attention and memory, the recommendation is to narrate the stories with human professional actors. The same suggestion can be applied to all the audio formats. Although synthetic voices do not usually narrate audio fiction podcasts or radio dramas, the technology progress can open this possibility in the future.

This research only can be interpreted in the context of a laboratory experiment. The first limitation of this study is the use of Alexa to narrate the stories. Future research should include other synthetic voices and, therefore, a variety of different technologies to test if there are differences. Related to this aspect, another consideration is that the listeners’ experience
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with synthetic voices cannot be considered universal and objective, but this relationship should be interpreted culturally and historically. The study is limited to the Western world as we have employed the standard of the audiobook industry in these countries and the most sold smart speaker, Alexa. Moreover, some individuals can be more used to listening to artificial voices, such as blind people using talking books. Therefore, further research should explore these aspects. Finally, we only analyzed a female voice. The effect of other voices should be examined in future studies to reinforce these results.

Without a doubt, technology will continue improving artificial voices, and during the next few years, they could tell stories captivating listeners. From this point of view, speech processing and synthesis can benefit from this study to enhance the artificial voices’ expressivity, which is the main component to improve. Until then, for a synthetic voice will not be easy to compete with the richness of a professional human actor narrating a story.
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Tables and Figures

Figure 1. Heart Rate

Figure 2. Skin Conductance
Table 1

*Descriptive statistics for all the variables*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type of voice</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Like</td>
<td>Human</td>
<td>3.47</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.33</td>
<td>.47</td>
</tr>
<tr>
<td>Enjoy</td>
<td>Human</td>
<td>3.13</td>
<td>.77</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.60</td>
<td>.56</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>Human</td>
<td>3.30</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.46</td>
<td>.39</td>
</tr>
<tr>
<td>Vividness</td>
<td>Human</td>
<td>3.15</td>
<td>.52</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.50</td>
<td>.38</td>
</tr>
<tr>
<td>Quantity</td>
<td>Human</td>
<td>2.97</td>
<td>.68</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.57</td>
<td>.53</td>
</tr>
<tr>
<td>Imagery</td>
<td>Human</td>
<td>3.06</td>
<td>.54</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.54</td>
<td>.39</td>
</tr>
<tr>
<td>Focus</td>
<td>Human</td>
<td>2.87</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.20</td>
<td>.40</td>
</tr>
<tr>
<td>Understanding</td>
<td>Human</td>
<td>2.80</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.53</td>
<td>.97</td>
</tr>
<tr>
<td>Emotional</td>
<td>Human</td>
<td>3.10</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.30</td>
<td>.53</td>
</tr>
<tr>
<td>Presence</td>
<td>Human</td>
<td>4.20</td>
<td>.84</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.23</td>
<td>.56</td>
</tr>
<tr>
<td>Attention</td>
<td>Human</td>
<td>-1.59</td>
<td>.80</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>1.85</td>
<td>.52</td>
</tr>
<tr>
<td>Arousal</td>
<td>Human</td>
<td>-.46</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>-.96</td>
<td>16</td>
</tr>
<tr>
<td>Valence</td>
<td>Human</td>
<td>.14</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>Synthetic</td>
<td>-.40</td>
<td>.17</td>
</tr>
</tbody>
</table>
### Table 2

Results of the analysis of variance (ANOVA)

<table>
<thead>
<tr>
<th>Voice</th>
<th>Variable</th>
<th>$F$</th>
<th>$p$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enjoyment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Like</td>
<td>253.58</td>
<td>.001</td>
<td>.819</td>
</tr>
<tr>
<td></td>
<td>Enjoy</td>
<td>75.86</td>
<td>.001</td>
<td>.575</td>
</tr>
<tr>
<td></td>
<td>General enjoyment</td>
<td>265.83</td>
<td>.001</td>
<td>.826</td>
</tr>
<tr>
<td></td>
<td>Imagery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vividness</td>
<td>195.81</td>
<td>.001</td>
<td>.778</td>
</tr>
<tr>
<td></td>
<td>Quantity</td>
<td>76.70</td>
<td>.001</td>
<td>.578</td>
</tr>
<tr>
<td></td>
<td>Imagery</td>
<td>153.21</td>
<td>.001</td>
<td>.732</td>
</tr>
<tr>
<td></td>
<td>Narrative engagement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Attentional focus</td>
<td>37.20</td>
<td>.001</td>
<td>.399</td>
</tr>
<tr>
<td></td>
<td>Narrative understanding</td>
<td>17.10</td>
<td>.001</td>
<td>.234</td>
</tr>
<tr>
<td></td>
<td>Emotional engagement</td>
<td>36.38</td>
<td>.001</td>
<td>.394</td>
</tr>
<tr>
<td></td>
<td>Narrative presence</td>
<td>246.86</td>
<td>.001</td>
<td>.815</td>
</tr>
<tr>
<td></td>
<td>Heart Rate</td>
<td>12.22</td>
<td>.002</td>
<td>.368</td>
</tr>
<tr>
<td></td>
<td>Electrodermal activity</td>
<td>1.75</td>
<td>.004</td>
<td>.121</td>
</tr>
<tr>
<td></td>
<td>Facial Recognition</td>
<td>177.61</td>
<td>.001</td>
<td>.587</td>
</tr>
<tr>
<td></td>
<td>Recognition of information</td>
<td>15.01</td>
<td>.001</td>
<td>.211</td>
</tr>
</tbody>
</table>