Chimeras confined by fractal boundaries in the complex plane
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Complex-valued quadratic maps either converge to fixed points, enter into periodic cycles, show aperiodic behaviour or diverge to infinity. Which of these scenarios takes place depends on the map’s complex-valued parameter $c$ and the initial conditions. The Mandelbrot set is defined by the set of $c$ values for which the map remains bounded when initiated at the origin of the complex plane. In this study we analyze the dynamics of a coupled network of two pairs of two quadratic maps in dependence on the parameter $c$. Across the four maps, $c$ is kept the same whereby the maps are identical. In analogy to the behavior of individual maps, the network iterates either diverge to infinity or remain bounded. The bounded solutions settle into different stable states, including full synchronization and desynchronization of all maps. Furthermore, symmetric partially synchronized states of within-pair synchronization and across-pair synchronization as well as a symmetry broken chimera state are found. The boundaries between bounded and divergent solutions in the domain of $c$ are fractals showing a rich variety of intriguingly esthetic patterns. Moreover, the set of bounded solutions is divided into countless subsets throughout all length scales in the complex plane. Each individual subset contains only one state of synchronization and is enclosed within fractal boundaries by $c$ values leading to divergence.

This work is dedicated to the late Vadim Anishchenko. His landmark papers on maps and on chimera states in networks of coupled maps\textsuperscript{1–18} represent only one branch in his plentiful contributions to the fields of nonlinear dynamics of deterministic and stochastic systems. Chimera states are characterized by the coexistence of synchronization and desynchronization in networks of coupled dynamics\textsuperscript{19,20}. The set of initial conditions leading to chimera states can form riddled and fractal basins of attraction\textsuperscript{21–23}. Initial conditions outside of these basins of attraction can result in fully synchronized or fully desynchronized dynamics, among others. While chimera states were first described\textsuperscript{19} and continue to be studied for networks of time-continuous oscillators, an increasing interest is paid to networks of time-discrete maps. Chimera states were found for networks of coupled logistic maps\textsuperscript{4–9,21–31}, Henon maps\textsuperscript{10–15,21}, cubic maps\textsuperscript{7,16,17}, map-based neuron models\textsuperscript{18,32}, sine-circle maps\textsuperscript{33–35}, sine-squared maps\textsuperscript{23,26,36}, cosine maps\textsuperscript{37}, piecewise linear maps\textsuperscript{38}, and piecewise logistic maps\textsuperscript{39}. Recently, two populations of quadratic maps with real-valued parameter $c$ were shown to yield a plentitude of dynamics including chimera states\textsuperscript{39}. Quadratic maps, however, reveal their full complexity only for complex-valued parameters $c$. In particular, they allow one to generate fractal Julia sets and Mandelbrot sets in the complex plane\textsuperscript{40–44}. Our aim here is to explore this complexity without adding the complicatedness of a high-dimensional network. We therefore study a minimal two-population network of two pairs of two quadratic maps with complex-valued parameters $c$. We use non-random initial conditions defined by the first four iterates of uncoupled quadratic maps. Our results show that in dependence on $c$, the network iterates can diverge to infinity or remain bounded, and that bounded solutions can get fully synchronized, fully desynchronized, or enter into some partially synchronized state, including a symmetry broken chimera state. The boundaries between these different states in the domain of the complex-valued $c$ form fractal patterns. In contrast to the high-dimensional fractal basins of attraction\textsuperscript{21–23}, these fractals reside in the complex plane and are therefore straightforward to visualize. In qualitative terms, the fractals generated by our network of coupled quadratic maps seem less filigree, more disordered, but even fuller of variety than the Mandelbrot set. Complementing previous work\textsuperscript{21–23}, our study establishes an intriguing link between the dynamics of partially synchronized networks and the geometry of fractals in the complex plane.

\textsuperscript{a)Electronic mail: ralph.andrzejak@upf.edu (Author to whom correspondence should be addressed).}

Citation: Chaos 31, 053104 (2021); doi: 10.1063/5.0049631
I. INTRODUCTION

We use the quadratic map \( f_c(z_{n+1}) = z_n^2 + c \), where \( n \) is discrete time in units of the iteration step, and \( c \) is a complex-valued parameter. The complex-valued iterates of \( f_c \) either remain bounded for all times \( n \) or diverge to infinity. Whether or not the iterates diverge depends on the parameter \( c \) and the initial condition \( z_0 \). Given \( f_c \) and a certain \( c \), the Julia set is defined by the boundary between the complex-valued initial conditions for which \( f_c \) diverges and the ones for which it remains bounded\(^{30,41} \). If and only if the origin of the complex plane \( z_0 = 0 \) belongs to the initial conditions which lead to bounded behavior of \( f_c \), the Julia set is connected. Otherwise, the Julia set is a Cantor space. The Mandelbrot set is defined by the set of \( c \) for which the Julia set is connected, or equivalently, by the set of \( c \) for which iterates \( z_n \) of \( f_c \) initiated at \( z_0 = 0 \) remain bounded for all \( n \).\(^{42-44} \)

We have shown previously that two identical populations of quadratic maps \( f_c \) yield a plentitude of dynamics which can be symmetric or symmetry broken with regard to the two populations\(^{39} \). In particular, these dynamics included chimera states for which one population was identically synchronized while the other remained incoherent. However, in this previous work we only considered real-valued parameters \( c \) and initial conditions, such that the dynamics of the populations remained in the real-valued domain. What type of dynamics can arise if complex-valued parameters \( c \) are used? To address this question, we here analyze a coupled network \( F_c \) of two pairs, each composed by two quadratic maps \( f_c \), which is the smallest network that allows us to study synchronization within and across pairs of maps. This parsimonious approach to use a minimal two-population network of only two maps per population is different from Ref. 39, where each population consisted of one hundred maps. For previous work on chimera states in networks consisting of a minimal number of nodes see for example Refs. 45–52.

II. A MINIMAL TWO-POPULATION MODEL

The map \( f_c \) is governed by a sole parameter \( c \), which is set to be the same for all four maps of the network \( F_c \). Hence, all maps of \( F_c \) are identical. Each map is coupled with strength \( C_W \) to the other map within its own pair and with strength \( C_A \) to the two maps in the other pair. The maps of the first pair are called \( U_c \) and \( V_c \), and the ones of the second pair are called \( P_c \) and \( Q_c \). Accordingly, \( F_c \) can be written as:

\[
\begin{align*}
U_c: \quad & u_{n+1} = f_c(u_n) + C_W \cdot \left[ f_c(v_n) - f_c(u_n) \right] + C_A \cdot \left[ (f_c(p_n) - f_c(u_n)) + (f_c(q_n) - f_c(u_n)) \right] \\
V_c: \quad & v_{n+1} = f_c(v_n) + C_W \cdot \left[ f_c(u_n) - f_c(v_n) \right] + C_A \cdot \left[ (f_c(p_n) - f_c(v_n)) + (f_c(q_n) - f_c(v_n)) \right] \\
P_c: \quad & p_{n+1} = f_c(p_n) + C_W \cdot \left[ f_c(q_n) - f_c(p_n) \right] + C_A \cdot \left[ (f_c(u_n) - f_c(p_n)) + (f_c(v_n) - f_c(p_n)) \right] \\
Q_c: \quad & q_{n+1} = f_c(q_n) + C_W \cdot \left[ f_c(u_n) - f_c(q_n) \right] + C_A \cdot \left[ (f_c(p_n) - f_c(q_n)) + (f_c(v_n) - f_c(q_n)) \right]
\end{align*}
\]

Eqs. (1-4) are the usual equations for two populations of coupled maps. For such a small network, we can use a different symbol for each map instead of indices, which allows us to simplify the notation below. We study \( F_c \) in dependence on the parameter \( c \) for the following non-random initial conditions. For every value of \( c \), we calculate the first four iterates of the individual quadratic map \( f_c \) started at \( z_0 = 0 \). These values are then used as initial conditions of the four coupled maps: \( u_0 = z_1, v_0 = z_2, p_0 = z_3, q_0 = z_4 \). Therefore, except for \( c \) values for which \( f_c \) directly enters into a fixed point, period-2 or period-3 cycle the network is always initialized in a fully asynchronous state at time \( n = 0 \). We run the network for a total of \( n_{\text{max}} = 5 \times 10^5 \) iterations. This choice of \( n_{\text{max}} \) and why we do not use random initial conditions is discussed in detail below. Unless stated otherwise, the coupling strengths are fixed at \( C_W = 0.01 \) and \( C_A = 0.0025 \). These parameters are set such that the coupling within pairs is stronger than the one across pairs. Beyond this constraint the exact values of \( C_W \) and \( C_A \) are not tuned in any way.

If for a certain \( c \), the maps leave the range of floating point numbers, we determine the onset of this divergence by \( n_{\text{div}} = \min \left\{ n \mid \max(|u_n|, |v_n|, |p_n|, |q_n|) > 2 \right\} \), where \(| \cdot |\) denotes the absolute value in the complex plane. This threshold is arbitrary, and the particular value of 2 is taken over from the point-of-no-return criterion of individual maps \( f_c \) (see also Section VI). For all bounded solutions, we use the following criteria to test for synchronization between all six pairings of maps and to determine if the maps have entered into a periodic cycle. To detect synchronization between the maps \( U_c \) and \( V_c \), we use the criteria \( |u_{n_{\text{max}}} - v_{n_{\text{max}}} - \varepsilon_{\text{NUM}}| < 10^{-13} \), which corresponds to identical synchronization within the limits of numerical precision\(^{54} \). We write \( U_c = V_c \) to indicate that \( U_c \) and \( V_c \) are synchronized, and \( U_c \neq V_c \) to indicate that they are not. The same criterion and analogous notations are used for all five remaining pairings of maps. To detect a period-\( m \) cycle of the map \( U_c \), we use the criterion \( |u_{n_{\text{max}} - m} - u_{n_{\text{max}} - m} - \varepsilon_{\text{NUM}}| \), and analogously for \( V_c, P_c \), and \( Q_c \). We never observed dynamics for which the different maps were in periodic cycles of different lengths. Accordingly, we directly refer to a period-\( m \) cycle of the network \( F_c \). A fixed point of \( F_c \) corresponds to \( m = 1 \).
Iterates $u_n$, $v_n$, $p_n$, and $q_n$ obtained for eight exemplary values $c_1, \ldots, c_8$, listed in table II in the Appendix. (a) Results for $c_1$. At $n = 18599$, all four maps have converged to a joint fixed point. Small dots: iterates during initial transients, $n = 1, \ldots, 18598$. Stars: $u_n = v_n = p_n = q_n$ for $n \geq 18599$. Stars of different sizes allow all overlaid symbols to be seen. Panel (b) is analogous to panel (a) but for $c_2$. Here convergence to $u_n = v_n = p_n = q_n$ is reached at $n = 1487$. Additional symbols are used because the maps converge to a period-3 cycle. Triangles: Different values of $c$ lead to qualitatively different dynamics of the network of four coupled maps $F_c$. Furthermore, $U_c$ and $Q_c$ synchronize across pairs. Overall, we get $U_c = Q_c \neq V_c = P_c$, i.e. across-pair synchronization

Figure 1 shows the dynamics of $F_c$ obtained for eight exemplary $c$ values. We denote these values by $c_1, \ldots, c_8$ and list them in table II in the Appendix. In the first example [Fig. 1(a)], the four maps undergo different transient states each, but then they all converge to the same fixed point, i.e. we get $U_c = V_c = P_c = Q_c$. We also obtain this full synchronization of all maps for $c_2$ [Fig. 1(b)]. However, in this case the maps do not converge to a fixed point but jointly enter into a period-3 cycle. Also in the third example [Fig. 1(c)], $F_c$ enters into a period-3 cycle. In contrast to the first two examples, however, synchronization is found within the two pairs but not across them. That means we get within-pair synchronization, $U_c = V_c \neq P_c = Q_c$. A chimera state is established in the fourth example [Fig. 1(d)]. While the first pair synchronizes ($U_c = V_c$), the maps of the second pair enter into distinct cycles and remain unsynchronized among them ($P_c \neq Q_c$) and also from the synchronized pair ($P_c \neq U_c = V_c \neq Q_c$). A somewhat counter-intuitive result is obtained in the next example [Fig. 1(e)]. Here the maps do not synchronize within populations but across populations. All maps at first follow their respective transient motions. For example, the iterates of $V_c$ initially fill three ring-shaped structures in an aperiodic way. Then at $n \approx 4760$, the dynamics reorganizes abruptly. The map $V_c$ is driven away from its initial ring-shaped transients and then re-injected to the center of the overall dynamics. Instead of returning to the initial ring-shaped structures it then synchronizes with $P_c$. Furthermore, $U_c$ and $Q_c$ synchronize across pairs. Overall, we get $U_c = Q_c \neq V_c = P_c$, i.e. across-pair synchronization.
IV. MAPPING THE ASYMPTOTIC DYNAMICS IN THE COMPLEX DOMAIN OF THE PARAMETER $c$

Results of Fig. 1 show that different values of $c$ can lead to qualitatively different dynamics of $F_c$. Even an arbitrarily small difference in $c$ can be decisive for the outcome [see again Fig. 1(e) versus Fig. 1(h)]. What results are obtained when we vary $c$ quasi-continuously in the complex plane? To address this question, we look at mappings of bounded versus divergent behaviour of $F_c$. In analogy to the definition of the Mandelbrot set, we define $\mathcal{A}$ by the set of $c$ values for which the network $F_c$ shows bounded behaviour [such as in Figs. 1(a)-1(g)]. The complement of $\mathcal{A}$ is called $\mathcal{B}$. In other words, $\mathcal{B}$ is the set of $c$ for which the network shows divergent behaviour [such as in Fig. 1(h)]. The set $\mathcal{A}$ is divided further into subsets with regard to the different periodic cycles or the different states of synchronization attained by the iterates of $F_c$ as a function of $c$.

Figures 2(a) and 2(b) allow comparing the macroscopic shape of $\mathcal{A}$ to the one of the Mandelbrot set and inspecting the division of both sets with regard to the periodic cycles of the respective dynamics $F_c$ and $f_c$. While alterations

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Formula</th>
<th>Example in Fig. 1</th>
<th>Color in Figs. 3-6(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full synchronization</td>
<td>All maps synchronized</td>
<td>$U_c = V_c = P_c = Q_c$</td>
<td>(a), (b) blue</td>
<td></td>
</tr>
<tr>
<td>Within-pair synchronization</td>
<td>Maps synchronized within pairs but desynchronized across pairs</td>
<td>$U_c = V_c \neq P_c = Q_c$</td>
<td>(c) yellow</td>
<td></td>
</tr>
<tr>
<td>Across-pair synchronization</td>
<td>Maps synchronized across pairs but desynchronized within pairs</td>
<td>$U_c = P_c \neq V_c = Q_c$ or $U_c = Q_c \neq V_c = P_c$</td>
<td>(e) green</td>
<td></td>
</tr>
<tr>
<td>Chimera state</td>
<td>Maps synchronized in one pair but desynchronized in the other pair</td>
<td>$U_c = V_c \neq P_c = Q_c$ or $P_c = Q_c \neq U_c \neq V_c$</td>
<td>(d), (g) purple</td>
<td></td>
</tr>
<tr>
<td>Full desynchronization</td>
<td>All pairings of maps desynchronized</td>
<td>$U_c \neq V_c, V_c \neq P_c, P_c \neq Q_c, Q_c \neq U_c, U_c \neq V_c, P_c \neq U_c$</td>
<td>(f) red</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. Five states of synchronization illustrated in Figs. 1(a)-1(g). The penultimate column indicates the panels of Fig. 1 which contain the corresponding examples. The last column specifies the colors used to represent the states in Figs. 3-6(a). Recall that we use the equality sign to indicate that the maps are identically synchronized within the limits of numerical precision.
FIG. 2. The Mandelbrot set’s overall morphology and spatial organization of periodic cycles is preserved in \( \mathcal{A} \).

(a) Gray areas: complement of the Mandelbrot set, i.e. the set of complex \( c \) for which the iterates of an individual quadratic map \( f_c \) diverge to infinity. The Mandelbrot set is given by the union of all non-gray areas. Inside the Mandelbrot set, the color indicates the period of the cycle into which the map \( f_c \) enters. (b) Gray areas: complement of the set \( \mathcal{A} \), i.e. the set \( \mathcal{B} \) of complex \( c \) for which the iterates of the network of four coupled quadratic maps \( F_c \) diverge to infinity. Inside \( F_c \), the color indicates the period of the cycle into which the network \( F_c \) enters. Panel (c) and (d) magnify the dashed squares in panel (a) and (b), respectively.

Inside the Mandelbrot set, the symmetry around the real axis is preserved. Furthermore, the following well-known regularities in which periodic cycles are organized within the Mandelbrot set\(^\text{54} \) are preserved for \( \mathcal{A} \). For \( c \) values in the main cardioid both \( f_c \) and \( F_c \) converge to fixed points. For the first main bulb positioned on the left side of the main cardioid, the dynamics are attracted by period-2 cycles. The subsequent bulb on the left has period-4. The upper-most and lower-most bulbs adjacent to the main cardioid are of period-3. To locate these period-3 bulbs, note that the upper ones are included in the dashed squares in Figs. 2(a) and 2(b). Starting from these period-3 bulbs and going rightwards along the rim of the main cardioid, the locally largest bulbs are of period 4, 5, 6, and so on. On the left side of the period-3 bulbs, the locally largest bulbs have period 5, 7, 9, and so on. The periods of smaller bulbs on the rim of the main cardioid which are not included in these sequences of locally largest bulbs can be determined as follows. For any pair of bulbs, the period of the biggest bulb between them is given by the pair’s sum of periods.

Notwithstanding the aforementioned common overall morphology of \( \mathcal{A} \) and the Mandelbrot set, the bulbs of \( \mathcal{A} \) seem compressed, deformed, or missing altogether [Figs. 2(a) and 2(b)]. That these alterations do not only affect the shape of the bulbs becomes evident once we take a closer look at the upper principal period-3 bulb as an example [Figs. 2(c) and 2(d)]. For \( \mathcal{A} \), the connection between this light blue bulb and the dark blue main cardioid is obstructed by gray ridges belonging to \( \mathcal{B} \). Furthermore, pronounced changes are seen in the peripheral structure of the bulb. The filaments surrounding the bulb in the Mandelbrot set seem torn apart in \( \mathcal{A} \). Does this mean that \( \mathcal{A} \) is merely a distorted and corrupted Mandelbrot set?
FIG. 3. **Vadim’s flowers and strawberry fields.** In all panels, gray colors show the set $\mathcal{B}$, i.e. the set of complex $c$ for which the iterates of the network of four coupled quadratic maps $F_c$ diverge. Values of $c$ constituting $\mathcal{A}$ are depicted in different non-gray colors, each of which corresponds to a different state of synchronization. Blue: full synchronization; red: full desynchronization; yellow: within-pair synchronization; green: across-pair synchronization; purple: chimera state. Panels (b)-(h) are successive zooms, magnifying the dashed squares in the preceding panels (a)-(g). Except for the first step, all magnifications are ten-fold. Panels (i)-(l) show a selection of further patterns which in this case are not successive zooms. In all panels, values of $c$ are sampled on a regular $2000 \times 2000$ grid, and axes labels indicate values of the real and imaginary part of $c$ in the outermost corners. The gray scales are based on $\log_{10}(n_{\text{div}})$, where lighter gray indicates higher $n_{\text{div}}$. The scales are adjusted for each panel to optimize the contrast. All panels are magnified in Figs. 1-12 in the supplementary material.
No. As can be seen from an iterative zoom across several orders of magnitude, this is not the case [Fig. 3]. At all length scales in the complex plane, $B$ divides $A$ into smaller and smaller subsets. To describe this fragmentation, we coin the terminology of \textit{ridges of instability} which separate \textit{lakes of stability}. We can observe that each lake of stability contains $c$ values leading to exclusively one of the five states of synchronization. Sometimes apparently adjacent areas of different non-gray colors at one magnification in Fig. 3 might suggest that a lake of stability includes different types of synchronization. However, a further zoom always reveals that these areas of different colors are actually separated by ridges of instability and therefore belong to different lakes of stability. In their entirety, the lakes of stability constitute $A$. The ridges of instability belong to $B$, which furthermore includes the overall enclosure of $A$.

In analogy to what we observe for the upper principal period-3 bulb in Fig. 2(d), we see in Figs. 3(b) and 3(c) that the connections between the main cardioid and higher-period bulbs are obstructed by ridges of instability. We use the upper-left period-5 bulb as example to zoom into smaller and smaller length scales in Figs. 3(c)-3(h). One can appreciate that the boundaries between instability ridges and stability lakes are never simple lines. Instead these boundaries form fractal patterns. While these patterns show some similarities across length scales, a rich repertoire of diverse shapes is found on different scales [Figs. 3(a)-3(h)] and at different sites in the complex plane [Figs. 3(i)-3(l)]. Patterns never seem to be replicated identically at different scales, and $A$ is therefore not strictly self-similar. In more qualitative terms, one may say that details of the set $A$ seem less filigree than those of the Mandelbrot set. On the other hand, $A$ seems to be even fuller of variety.

Oftentimes ridges of instability resemble octopus tentacles [Figs. 3(c) and 3(e)-3(g)]. Two vertically oriented and comparably straight tentacle-like ridges enclose a purple lake in the upper left of Fig. 3(c). The lower part of this purple lake is filled by instabilities, which in turn are perforated by countless purple and yellow stability lakes. The light gray color dominating the upper part of these instabilities indicates that for these $c$ values $F_c$ undergoes particularly long transients before the iterates eventually diverge to infinity. In this light gray region, we furthermore see cavities that resemble the main bulbs of the Mandelbrot set. These bulbs are segregated by tentacle-like structures, which get thinner and thinner towards the connections of the bulbs with the major purple lake. A further peculiar phenomenon is seen at the rim of the main period-2 bulb [Fig. 3(i)]. The way in which the instabilities penetrate this bulb might be compared to a lava flow overrunning a coastline. This flow also buries most of the period-6 bulb adjacent to the main period-2 bulb in the upper right of Fig. 3(i). Similar instabilities enter the main period-4 bulb from its left side [Fig. 3(j)]. Here stability lakes with a high degree of self-similarity are encapsulated by the instabilities. This region of $A$ is dominated by full desynchronization such that all stability lakes are depicted in red in Fig. 3(j).

In Fig. 3(k) our attention is at first caught by the pairs of bean-shaped blue and purple lakes of stability. Opposite to the blue lakes we find fountains of rays. These rays contain the aforementioned pairs of blue and purple lakes of stability which grow in size upon increasing distance from the fountain centers. At first glance, some pairs of bean-shaped blue and purple lakes seem to be completely surrounded by instability, isolating them from any other formation. A closer look, however, reveals that this is not the case. What appears to be the connections of blue and purple lakes is also the origin of a stream filled with lakes that are smaller compared to the lakes from which they originate from. These springs grow and unite with other springs, such that the part of $A$ displayed in Fig. 3(k) does not contain any discernible formations completely surrounded by instability. In other regions of $A$, however, we do find isolated formations of lakes. Consider for example the groups close to the diagonal of Fig. 3(h). To localize these groups, note that four of them are included in their entirety in Fig. 3(h), while two and one extend beyond the left and right margin of this panel, respectively. Each formation is constituted by a multitude of lakes and can be delineated as a distinct group since it is completely enclosed by ridges of instability. Further examples of isolated groups can be seen in the dark gray regions in Fig. 3(c) and in the periphery of a period-8 bulb [Fig. 3(l)]. To the best of our observation, in none of these cases there are channels of stability which would cross through the instability ridges to establish a connection to these isolated formations. Hence, the set $A$ is not connected, which distinguishes it from the Mandelbrot set which is known to be connected (see Ref. 54 and references therein).

After ruling out the global connectivity of $A$, an important question remains. Are different lakes of stability connected locally? In particular, can we take a path in the complex plane leading from one type of synchronization to another one without passing across a ridge of instability? As a first part of the answer, we note that we never observe line-shaped boundaries with zero broadness and non-zero length which would separate areas formed by $c$ values leading to different types of synchronization. Based on this observation, we conclude that each lake of synchronization contains only $c$ values leading to exclusively one state of synchronization. However, connections between stability lakes might be established at points. To address this question, we take a closer look at swirls, examples of which can already be seen in Fig. 3. To analyze these swirls in more detail, we start in Fig. 4(a) with an example taken from the boundary of the main period-2 bulb of $A$, and continue with iterative zooms into a prominent swirl of four tentacle-like instability ridges [Figs. 4(b)-4(d)]. Swirls of seven ridges are enclosed between two of the major ridges. Like indicated in the context of Fig. 3(j), this region of $A$ is dominated by full desynchronization. Therefore, the stability lakes in Figs. 4(a)-4(d) are depicted in red. This is different in the example shown in Figs. 4(e)-4(h), which is taken from the border of an instability ridge at the entrance of the main period-3 bulb of $A$. Here, two stability lakes


FIG. 4. Octopus’s garden. (a)-(d) Same as Fig. 3, here highlighting a spiral-shaped swirl in $A$. Panel (b)-(d) are successive tenfold zooms, magnifying the dashed squares in the preceding panels (a)-(c). Recall that the gray scales are adjusted for each panel to optimize the contrast. Without this adjustment, the instability ridges in panel (d) would be entirely light grey. (e)-(h) Same as panels (a)-(d), here showing a further example for a swirl. Panel (i) shows a magnification of the square in panel (h), corresponding to a 69-fold zoom. (j)-(l) Analogous to (a)-(h) showing a swirl for the Mandelbrot set. Accordingly, while panels (a)-(h) show results for the network of four coupled quadratic maps $F_c$, panels (j)-(l) are obtained for an individual quadratic map $f_c$. Graphs are drawn like in Figs. 2(a) and 2(c) but without distinguishing periodicity. Instead all $c$ values belonging to the Mandelbrot are plotted in blue. All panels are magnified in Figs. 13-24 in the supplementary material.
FIG. 5. Real-valued $c$ lead to both periodic and aperiodic dynamics of the network of four coupled quadratic maps $F_c$ covering all states of synchronization. Asymptotic states of $u_n$ in dependence on $c$ varied within $I$ in steps of 0.013 [same step size as in Figs. 2(a), 2(b) and 3(a)]. For $c$ leading to a dynamics with period-$m$, dots show the $m$ iterates constituting this cycle. Accordingly, dynamics of period $m$ can be identified by $m$ branches at the corresponding $c$ value. In contrast, for $c$ leading to aperiodic dynamics, the iterates are not constrained to such branches, and the dots show the last 100 iterates of $u_n$ prior the $n_{\text{max}}$-th iterate. The colors indicate which state of synchronization the network attains in dependence on $c$. Blue: full synchronization; yellow: within-pair synchronization; green: across-pair synchronization; purple: chimera state; red: full desynchronization (same color code as in Figs. 3-4). Analogous results to those shown here for $U_c$ are obtained for the other three maps (not shown). At the right transition from full synchronization (blue) to across-pair synchronization (green), the fully synchronized period-2 motion of all four maps ($U_c = P_c = V_c = Q_c$) loses stability. Two distinct period-2 orbits (for example $U_c = P_c \neq V_c = Q_c$) arise instead. This explains discontinuities at such transitions in this bifurcation diagram of $U_c$.

containing $c$ values leading to within-pair synchronization and one stability lake containing $c$ values leading to full synchronization jointly spiral into the swirl center. Furthermore, a magnification into one of the separating instability ridges reveals stability lakes of chimera states [Fig. 4(i)].

What is in the center of such swirls? To address this question for $A$, we at first briefly look back at the Mandelbrot set. An example for a spiral-shaped swirl in the Mandelbrot set is shown in Figs. 4(j)-4(l). The periphery of the Mandelbrot set contains countless miniature approximate copies of itself [Figs. 4(j)]. However, no such miniature Mandelbrot set is located in the swirl center. Due to the asymptotic self similarity at the center of the spiral, successive zooms solely seem to result in a rotation. No matter how much one increases the zoom, one would continue to see the same self similar spiral. The center cannot be resolved. Nonetheless, since the Mandelbrot set is connected, we know that the swirl center must belong to the Mandelbrot set. Otherwise, it would be impossible to pass from one spiral arm to the other, which would contradict with the set’s connectedness. We conjecture that also the swirl centers in $A$ are point-like. In other words, we assume that they are not formed by a stability lake or instability ridge of non-zero area. However, for $A$ we cannot use connectedness to conclude to the nature of this point. The swirl centers can belong to $A$ or to $B$. One might speculate that this depends on whether or not all lakes of stability which approach a particular swirl center are of the same type of synchronization. If they all are of the same type, such as in Figs. 4(a)-4(d), the swirl center might belong to $A$ and show that same type of synchronization. If the lakes contain different types of synchronization, such as in Figs. 4(e)-4(h), they might be separated by the swirl center belonging to $B$. However, these remain conjectures, and a definite answer as to whether swirl centers can be used to pass from one type of synchronization to another without leaving $A$ is left for future studies.

V. THE PECULIARITY OF THE REAL AXIS

The dynamics of $F_c$ for parameters taken from the real axis, i.e. $c \in \mathbb{R}$, merit additional consideration (Fig. 5). First, we recall that the Mandelbrot set as well as $A$ are symmetric around the real axis and we note that both include the interval $I = [-2, 0.25] \subset \mathbb{R}$ [see again Figs. 2(a) and 2(b)]. For all $c \in I$, both $f_c$ and $F_c$ show bounded behaviour, whereas they both diverge for all $c$ which are real-valued but outside of $I$. At the interval limits $c = -2$ and $c = 0.25$, the map $f_c$ converges to the fixed points 2 and 0.5, respectively. The network shows the same behaviour, and all four maps converge to 2 for $F_{c=-2}$, and to 0.5 for $F_{c=0.25}$. In consequence, at both limits of $I$, the network $F_c$ enters into a fully synchronized state. Across the $c \in I$, $F_c$ attains all five states of synchronization (Fig. 5). Hence, all lakes of stability which include subintervals of $I$ are connected via the points at the limits of their respective subintervals.
Therefore, going along $I$, it is possible to switch between all states of synchronization without crossing any ridge of instability. While we cannot answer yet whether swirl centers can be used to pass from one type of synchronization to another without leaving $A$, we see that this passage is possible taking the simple path offered by $I$.

A further important aspect is the existence of bounded aperiodic solutions of $F_c$ for some of the $c \in I$. It is known that decreasing the parameter $c$ along $I$, leads to a period-doubling bifurcation scenario for the individual map $f_c$. In Fig. 5 we use the example of $U_c$ to show that the maps still exhibit a bifurcation scenario also when they are coupled to form the network $F_c$. Their bifurcation diagrams are different from the one of $f_c$, and the diagrams’ fine structure depends on the coupling values $C_w$ and $C_a$ (see also Ref. 39). What matters here is that for $c \in I$ we find both periodic and aperiodic solutions of $F_c$. For the coupling values used here, the fully desynchronized state, across-pair synchronization and chimera states are attained for both periodic and aperiodic dynamics. In contrast, the fully synchronized state and within-pair synchronization are only found in the periodic windows of the bifurcation diagram shown in Fig. 5.

Conversely, we found no evidence for bounded aperiodic solutions of $F_c$ for any $c \notin I$, i.e. for parameter values away from this subinterval of the real axis. Recall that for real-valued $c \notin I$, the network always diverges to infinity. Very rarely we found complex-valued $c \notin I$ for which after $n_{\text{max}}$ iterations the network was still bounded and had not yet entered into any periodic cycle. However, detailed inspection of these particular cases always showed that transients were still ongoing. When we observed the dynamics beyond $n_{\text{max}}$ iterations, the transients continued along contracting or expanding patterns in the complex plane in a slow manner, suggesting that the dynamics would eventually settle down to a periodic cycle or diverge, respectively. A reliable distinction between long transients in bounded or diverging solutions, cycles of very high but finite period, and aperiodic solutions, if the latter exist for $c \notin I$, will require a refined methodology and is left for future studies. Therefore, while Fig. 5 shows that $I \subset A$, and for some $c \in I$ the network $F_c$ shows bounded aperiodic dynamics, we can only say that we found no evidence for such dynamics for parameters $c$ with $c \in A$ but $c \notin I$.

VI. DISCUSSION AND OUTLOOK

The present study establishes a link between the dynamics of chimera states and the geometry of fractal structures in the complex plane. First links between chimeras and fractals were drawn already in Refs. 21–23. These studies showed that the set of initial conditions leading to chimeras$^{21,22}$ or sub-chimeras$^{23}$ form riddled and fractal basins of attraction for networks of Rössler dynamics$^{22}$, Henon maps$^{21}$, logistic maps$^{23}$, and sine-squared maps$^{23}$ (see also Ref. 56). The spaces of basins of attraction are high-dimensional, and one can only inspect projections to two dimensions. In contrast, our fractal set $A$ resides in the complex plain and can therefore readily be displayed and explored. We furthermore note that the term fractal is used to refer to certain hierarchical connectivity architectures in networks generating chimera networks (e.g. Refs. 28, 57–61). However, this notion of fractal connectivity is unrelated from the way in which the term fractal is used in Refs. 21–23 and in the present study. Refs. 62 and 63 studied ring networks of $N$ locally coupled quadratic maps for which the parameters $c$ were varied independently for each map yielding a spatial Mandelbrot set of dimensionality $2N$. This high dimensionality again only allows one to inspect projections to subspaces, and Refs. 62 and 63 did not analyze the dynamics of the coupled maps with regard to their synchronization.

There are several important advances achieved by the present study with regard to our previous work, in which we used two large populations of each 100 quadratic maps $f_c$. In the main part of Ref. 39, we studied the network’s dynamics for a single real-valued $c = -1.8 \in I$ using random real-valued initial conditions. Upon variation of the coupling strengths within and across populations, the network showed a plentitude of synchronous versus asynchronous, periodic versus aperiodic and symmetric versus symmetry broken dynamics. It furthermore exhibited multistability by settling to distinct dynamics for different realizations of the initial conditions or by switching intermittently between distinct dynamics for the same realization. However, since we used a real-valued $c$ and real-valued initial conditions, the network dynamics remained real-valued throughout the main part of Ref. 39. Only as a brief outlook, this previous work studied for which complex valued $c$, the network iterates remained bounded or diverged. Results already showed that the capacity of the quadratic map $f_c$ to generate fractal structures in the complex plane is inherited by networks of coupled quadratic maps. However, beyond the classification into bounded and divergent behaviour, Ref. 39 paid no further attention to the network’s dynamics. This is achieved in the present study, by detecting different states of synchronization of the network’s itertes in the complex plane (see again Fig. 1 and table I). The most important finding, in our view, is that mapping the different states of synchronization of $F_c$ as a function of its parameter $c$ in the complex plane leads to fractal structures with an additional level of complexity. The set $A$, defined by the set of $c$ for which $F_c$ remains bounded, is divided into a presumably infinite number of subsets. We here coined the terms of lakes of stability which are enclosed by ridges of instability. To the best of our observation, each lake contains exactly one state of synchronization (see again Fig. 3–4). Arbitrarily small changes in $c$ can be decisive for whether the network iterates diverge or remain bounded and determine whether bounded solutions get fully synchronized,
fully desynchronized, or enter into some partially synchronized state, including a chimera state. Nonetheless, the only path in the complex plane for which we can confirm that it allows one to pass between all states of synchronization without crossing an instability is given by the real-valued $c \in \mathbb{I} = [-2, 0.25]$.

A further important difference between the present study and our previous work, originates from the way in which we can define the initial conditions of these networks. In the main part of Ref. 39, which was solely dealing with real-valued dynamics, we followed earlier work of ours and used random initial conditions. However, as explained in the following, random initial conditions do not allow us to generate fractal structures in the complex plane. We at first briefly note that the $c$ values forming the Mandelbrot set are all contained in the closed disk of radius 2 around the origin of the complex plane. For all $c$ in this disk, the map $f_c(z_{n=0})$ diverges for $|z_{n=0}| > 2$. Therefore, any initial conditions $|z_{n=0}| > 2$ are directly discarded, and the following considerations are restricted to initial conditions $|z_{n=0}| \leq 2$. For a given value of $c$, it depends on $z_{n=0}$ whether the individual map $f_c$ diverges or remains bounded. The boundaries between diverging and bounded behaviour of $f_c$ in the domain of complex-valued initial conditions $z_{n=0}$ defines Julia sets. In consequence, the question if the iterates of $f_c$ or $F_c$ remain bounded for a certain $c$, cannot be answered without specifying the initial conditions. That is the reason why the set $\mathcal{A}$, which is defined from the boundedness of $F_c$, cannot be defined for random initial conditions.

Our approach to use the first $2N$ iterates of the uncoupled map $f_c$ started at $z_0 = 0$ as initial conditions for the two populations of each $N$ maps is straightforward, but remains of course somewhat arbitrary. In fact, for high $N$ it leads to a different problem. For many values of $c$ outside of the Mandelbrot set, the map $f_c$ diverges quickly and leaves the limits of floating point numbers after a few dozens of iterations. For these $c$ values it was therefore impossible to generate 200 finite-valued iterates to be used as initial conditions for the $2N = 200$ maps used in Ref. 39. For this reason, we restricted this previous study to $c$ values inside the Mandelbrot set. By definition of this set, the map $f_c$ never diverges for these $c$ and initial conditions can, therefore, always be defined from the first 200 iterates. In consequence, in Ref. 39 we could only study the additional fractal structure generated inside the Mandelbrot set. Since we here only use four maps, this limitation does not apply. The iterates of $f_c$ started at $z_{n=0} = 0$ never leave the limits of floating point numbers within the first $n = 4$ iterates. These first iterates can always be used as initial conditions for $F_c$. In the current study, we can, therefore, assess the full set $\mathcal{A}$ without restricting it a priori to the inside of the Mandelbrot set.

We concluded in Ref. 39 that the high dimensionality of two populations of each 100 quadratic maps leads to the additional complexity in the fractal patterns described in this previous work. The present study, however, shows that this complexity is already observed for the minimal two-population network of two pairs of two quadratic maps. In fact, upon variation of the coupling strengths we can generate a whole family of fractal sets $\mathcal{A}(C_w, C_a)$. As one example, in Fig. 6(a) we revisit the area already inspected in Fig. 3(c) but now using $C_w = 0.02$ and $C_a = 0.0025$ instead of $C_w = 0.01$ and $C_a = 0.0025$. The change of the coupling strengths leads to a major reshaping of the instability.
ridges and enclosed stability lakes. A study of the coupling strengths’ influence should also test for the existence of across-pair chimera states (e.g. $U_c = P_c \neq V_c \neq Q_c \neq U_c$) or triplet-singlet states\cite{48} (e.g. $U_c = P_c = V_c \neq Q_c \neq U_c$). Can we observe fractal boundaries of synchronization for even smaller networks? Yes, as we can see in Fig. 6(b), a single pair of two coupled quadratic maps is already sufficient. To illustrate this, we set $C_w = 0.01$ and $C_a = 0$ such that the network $F_c$ falls apart into two mutually independent pairs of maps, of which we consider only the pair $U_c$ and $V_c$. Since we have only two maps, there are only two possible bounded states. Either the two maps synchronize or they do not [Fig. 6(b)]. Despite this reduction in the diversity of the dynamics, the fractal patterns generated by just two maps seem of similar complexity as the ones generated by two pairs of two maps.

SUPPLEMENTARY MATERIAL

See supplementary material consisting of Supplementary Figs. 1-12 for enlarged displays of the 12 panels of Fig. 3 and Supplementary Figs. 13-24 for enlarged displays of the 12 panels of Fig. 4.
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Appendix

<table>
<thead>
<tr>
<th>#</th>
<th>value</th>
<th>Fig. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>$-0.25550551 + 0.63328328i$</td>
<td>(a)</td>
</tr>
<tr>
<td>c2</td>
<td>$-0.11431431 + 0.65605606i$</td>
<td>(b)</td>
</tr>
<tr>
<td>c3</td>
<td>$-0.12972973 + 0.65500501i$</td>
<td>(c)</td>
</tr>
<tr>
<td>c4</td>
<td>$-0.11746747 + 0.66306306i$</td>
<td>(d)</td>
</tr>
<tr>
<td>c5</td>
<td>$-0.10665959 + 0.67261359i$</td>
<td>(e)</td>
</tr>
<tr>
<td>c6</td>
<td>$-0.11116116 + 0.67392392i$</td>
<td>(f)</td>
</tr>
<tr>
<td>c7</td>
<td>$+0.37579580 + 0.17822823i$</td>
<td>(g)</td>
</tr>
<tr>
<td>c8</td>
<td>$-0.10665959 + 0.67261349i$</td>
<td>(h)</td>
</tr>
</tbody>
</table>

TABLE II. Values of the parameter $c$ used to generate the examples shown in Fig. 1 with the respective panel indicated in the last column. We specify the values with eight significant digits. Since arbitrarily small changes of $c$ can lead to a qualitatively different asymptotic dynamics, one needs the exact values at double floating point precision to reproduce Fig. 1. These values are provided along with the source codes to run our computations at the electronic library repository of the Universitat Pompeu Fabra\cite{69}.

DATA AVAILABILITY STATEMENTS

The source codes used for the computations of this study are openly available in the repository used by the Universitat Pompeu Fabra: https://doi.org/10.34810/data49. See Ref. 69.
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