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ABSTRACT 

Heart failure is a major cause of morbidity and mortality in the world. Late gadolinium 

enhanced (LGE) cardiac magnetic resonance (CMR) imaging can be used to directly 

visualise the presence of myocardial damage, a predictor of heart failure.  

Deep Learning (DL) models, specifically convolutional neural networks (CNNs), can 

help in assisting medical personnel in the analysis and classification of various diseases, 

including the identification of myocardial damage from CMR images. However, due to 

the lack of labeled medical images, training DL models is a big challenge. Transfer 

learning, a technique used for adapting models that have previously been trained on a 

larger dataset, has proven effective in overcoming this problem.  

This study compares three state-of-the-art CNNs (VGG16, VGG19 and Inception V3) 

in the classification of healthy and diseased myocardium using transfer learning on an 

imbalanced dataset. To compensate for the imbalance, three subsets of the dataset were 

created using undersampling and class weighting techniques. These were also used to 

train the models and subsequently compared. The aim was to see which model could be 

used in a clinical setting.  

Results showed that all models classified a significantly higher amount of times images 

as healthy, as opposed to diseased and that the balanced dataset provided slightly better 

outcomes. It was determined that although none of the models were appropriate to assist 

physicians at the moment, VGG19 could be further tuned to perform better.  

 

 

KEYWORDS 

Heart failure; Myocardial damage; Late gadolinium enhancement; Convolutional neural 

networks; Transfer learning; Deep Learning; Features; Dataset.  
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1. INTRODUCTION  

Heart failure is a major cause of morbidity and mortality in the world [37]. Contrast-

enhanced cardiac magnetic resonance (CMR) imaging can be used to directly 

visualize the presence of myocardial damage, a predictor of heart failure. The process of 

diagnosing a patient with heart failure is long and requires experienced physicians. 

Artificial Intelligence (AI), and in particular Deep Learning (DL) methods, has great 

potential in medicine and could reduce the time needed to diagnose patients. Through a 

process of training, DL algorithms can learn from experience (e.g. medical data) to 

predict and solve complex tasks. The goal of this thesis was to retrain and compare 

three DL models in the classification of contrast-enhanced CMR images into healthy or 

diseased myocardium, and analyze whether any of the models could be used in a 

clinical setting. These DL models were retrained using a technique known as transfer 

learning.  

 

1.1.  Heart Failure 

According to the American Heart Association, heart failure is defined as “a chronic, 

progressive condition in which the heart muscle is unable to pump enough blood to 

meet the body’s need for blood and oxygen” [1].   

CMR imaging has been recognized as the gold standard for the assessment of cardiac 

anatomy and function. Late gadolinium enhancement (LGE) CMR is considered the 

most accurate and highest resolution method for the diagnosis or prognosis of a variety 

of myocardial diseases including myocardial viability, ischemic and non-ischemic 

cardiomyopathies, myocarditis and other infiltrative myocardial processes. The pattern 

of myocardial damage can help determine the cause of heart failure, and the amount of 

myocardial damage can help identify patients at highest risk of sudden cardiac death [4].  

Magnetic resonance imaging (MRI) is a non-invasive imaging technique that uses the 

intrinsic properties of hydrogen proton spins. Outside a magnetic field, the spin of each 

hydrogen proton is randomly oriented and provides a net magnetization of zero. 

However, when a subject is placed within a strong magnetic field, denominated B0, 

such as the one produced by an MRI scanner, the protons tend to align in the direction 

of the field producing a net magnetization. When a radio frequency pulse B1 is then 



 
 

2 

applied, also produced by the scanner, it creates a varying magnetic field.  The protons 

absorb the energy from the pulse and flip their spins, eliminating the net magnetization. 

When the new field is turned off, the protons gradually return to align with the first 

magnetic field B0. The return process produces a radio signal that can be detected and 

measured by receivers in the scanner and into an image [2, 3]. During the acquisition of 

images, different MRI sequences can be achieved by changing the pulses sent to disturb 

the magnetic field B0, thus allowing for visualization and quantification of different 

organs.  

CMR imaging comprises several techniques of MRI sequences. LGE-CMR relies on the 

intravenous delivery of gadolinium (Gd) agents to the myocardium [4]. The term late 

gadolinium enhancement refers to the different wash-in and wash-out kinetics of normal 

myocardium and tissue with myocardial infarction [5]. In the early stages, 1-3 minutes 

after intravenous delivery, gadolinium agents reside in the normal myocardium. Due to 

normal kinetics, in later stages (approximately 10 minutes) it only accumulates in the 

damaged tissue, allowing physicians to achieve an optimal contrast between healthy and 

infarcted myocardium at this point.  This can then be visualized with MRI using a 

phase sensitive inversion recovery (PSIR) sequence, which nulls the signal from 

normal myocardium in order to maximize the contrast between diseased and normal 

myocardium [30]. After acquiring the sequence of PSIR CMR images, physicians have 

to go through each slice individually to first detect whether there is LGE in the 

myocardium and then segment the diseased part. Figure 1 illustrates an example of a 

slice of a PSIR CMR sequence, where the diseased myocardium has been segmented 

and is shown brighter due to the Gd agents, whilst healthy myocardium is shown in 

black.  

 
 

Figure 1. LGE on a short-axis plane PSIR CMR image. The 
red box corresponds to the heart, where the left and right 

ventricles can be visualized. The segmented and brighter part 
corresponds to diseased myocardium, while the black part 
corresponds to healthy myocardium in the left ventricle.   
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1.2.  Artificial Intelligence  

Advances in computational power and an explosion in the generation and availability of 

data have allowed AI to take center stage in our world. AI is a science that studies how 

to simulate human intelligence in machines and computers to complete tasks, like self-

driving cars. Nowadays, computers are being used to perform a wide-range of complex 

tasks with high accuracy.  

The digitalization of health-related data has allowed the healthcare industry to develop 

and demonstrate, in recent years, that computers utilizing AI can provide guidance and 

assistance during image acquisition, in the diagnosis and prognosis of diseases and in 

many other medical sectors. This could potentially have a significant influence on a 

physicians workload [6].  

 

Machine Learning 

Machine learning (ML), a subset of AI, is the scientific discipline that focuses on how 

computers automatically learn and improve from data or experiences with the use of 

mathematics, statistics and computer science. The goal of ML is to create mathematical 

models that can be trained to generalize and correctly predict, classify or group 

outcomes for new, unseen data. For machines to learn, they require three components: a 

dataset, features and an algorithm or model to be trained.   

The dataset can consist of a large amount of images, numbers, texts or any other kind 

of data. During the different phases of creating an ML model, the data is usually split 

into three subsets: training, validating and testing dataset. Throughout the training 

phase, the model is provided experiences from the training dataset and is tuned to 

produce accurate prediction from this data by an optimization algorithm that adjusts the 

parameters or weights of the model. The ability of a model to generalize is usually 

estimated and corrected during the training phase using the validation data. This 

information is then used as feedback to further tune and optimize the model. Without 

the use of the validation set, the model could overfit and not generalize when presented 

unseen data. After several iterations of training and tuning, the final model is evaluated 

on the testing dataset, which is used to simulate how the model would perform when 

faced with new, unseen data.  
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Features are the key information that allow machines to learn. These features are 

defined as the characteristics of the data which will tell the machine what to pay 

attention to during the solving process. The art of choosing the data features is known as 

feature engineering.  

ML models can be thought of as a function that accepts data as the input, then 

manipulates and transforms this data and finally returns a solution or prediction to the 

task. They are generally classified based on the type of learning technique they use:  

- In the case of supervised learning, the models are trained on a series of inputs 

where the outputs or targets are known. This type of data is known as a labeled 

dataset.  This type of learning technique is useful for classification and 

regression problems. For example, a classification algorithm could consist of a 

labeled dataset of medical images of tumors and the output would be whether 

the tumors are benign or malignant.  

- In the case of unsupervised learning, the algorithm is trained on an unlabeled 

dataset, where the target is not known. The model looks for clusters or a pattern 

within the dataset to make sense of what it is seeing to predict. For example, if 

the computer is shown a sample of different types of flowers it could look for 

clusters of roses, sunflowers and daisies.  

- Reinforcement learning is based on trial and error to achieve an objective. 

Similar to a human learning how to play a game for the first time, the algorithm 

tries different things and is rewarded or penalized based on whether the outcome 

is close or not to the objective. A famous ML algorithm which uses 

reinforcement learning is AlphaGo, developed by DeepMind [7].  

For the purpose of this study, the dataset consisted of CMR images and supervised 

learning was the default learning technique.  

 

Deep Learning 

Prior to deep learning (DL), most ML models often required manual feature extraction 

to reduce the complexity of the data and make patterns more visible for the algorithm. 

This process is difficult and time consuming as the expert would have to identify the 
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key features of the data. The performance of most ML models depends on how 

accurately the features are identified and extracted. In contrast, in DL models, a subfield 

of machine learning, these features are automatically learnt and extracted from the data 

without the need of human intervention. DL has shown promising results in a wide 

range of image classification problems and is currently receiving the most attention.  

DL models are based on artificial neural networks (ANNs), inspired by the structure 

and function of the brain. The human brain consists of billions of neurons 

interconnected to each other that send and process chemical and electrical signals 

through a process known as synapses. All information that our brain processes and 

stores is done thanks to these interconnections between neurons and their relative 

strength. ANNs are based on multiple connected processing units, mimicking neurons, 

which work together to process information and generate results from it. The results can 

change based on the parameters of the interconnections between the units or their 

relative strengths. ANNs can be divided into three parts: an input layer, one or more 

hidden layers and an output layer. Information flows from the input layer, through the 

hidden layer to the output layer which then produces a result.  

In the healthcare sector, convolutional neural networks (CNNs), a DL model, have 

shown promising results in medical image analysis and classification. As shown in 

Figure 2, CNNs consist of an input layer, an output layer (prediction) and multiple 

hidden layers which handle and transform the input. These hidden layers are typically 

divided in two parts: 

1. Feature Learning, where the model generates features from the image 

automatically. This part is composed of, 

- Convolutional layers. A convolution is a linear operation that involves the 

multiplication of 𝑛𝑛 ×  𝑛𝑛 kernels or filters over the input and produces a tensor. 

These filters look for features or characteristics in the input. Each number in the 

kernel is known as a weights or parameter, which will be optimized during the 

training process to look for the important features needed to predict correctly. 

One example of a filter could be the detection of horizontal lines or edges in an 

image.  

- Activation layers. The tensors obtained in the convolutional layer are then fed 

through a nonlinear activation function which results in feature maps. One of the 
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most used nonlinear functions is the simple rectified linear function (ReLU), 

where all negative values are set to zero and positive values remain as they are. 

- Pooling layers. The feature map is reduced in size to remove redundant features 

either by using a max pooling or average pooling function. 

 

2. Classifier, which is usually composed of fully connected layers or dense layers. 

The feature maps from the previous layer are flattened into a vector, and each unit 

is connected to every unit in the next layer allowing the machine to learn nonlinear 

combinations of the features.  Each unit represents the probability that a certain 

feature belongs to a label or class. As with the kernels, the weight of connection 

between each unit is tuned and optimized during the training phase. This layer is 

known as the classifier, as this is where the decision is made.  

In the case of a classification problem, the output of the network is a vector where 

each element is the probability of the input image being of a certain class. 

 

 

Figure 2. Convolutional Neural Network (CNN) framework. A CNN takes the CMR image as an input, 
which is then passed through a series of convolutional, activation and pooling layers to learn features. The 

feature maps are then flattened into a vector, to be fed into the fully connected layers which will then 
provide a prediction of whether it thinks the image corresponds to a healthy or diseased (presents LGE) 

heart. 
 

An important concept in CNNs is the notion of hierarchical layers during the feature 

learning phase. The model uses multiple feature learning layers to progressively extract 

higher level features from the dataset. For example, in the lower layers or the first layers 

the model looks for general features such as edges and colors from the data, whilst 
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higher layers could detect more complex concepts such as letters or representation of 

faces.  

The combination of these hidden layers gives rise to different CNN architectures, from 

shallow models (small number of hidden layers) to very deep models (large number of 

hidden layers). Depending on the type of task we want to solve, the CNN architecture 

will be different.   

In the ML section, an overview of the training phase was explained. In the case of 

CNNs, backpropagation is the method used to train models for supervised learning and 

adjust the weights. This method can be divided into 4 parts: 

1. Forward propagation, where the training dataset is passed through the whole 

network to obtain all the predicted values.    

2. Calculation of the cost or loss function. This step evaluates the predicted outputs 

from the forward propagation against the expected predictions (labeled dataset 

values). The error rate is calculated using a cost or loss function, and will give 

the model a sense of how well or badly it is doing. Different formulas can be 

used to calculate the error, such as the mean squared error or cross-entropy.  

3. Backpropagation or backward propagation of errors. The aim of this step is to 

minimize the cost function by adjusting the weights. During this part, the error 

rate is propagated backwards to previous layers where the level of adjustment of 

weights in that layer is determined by computing the gradients of the cost 

function with respect to those weights. The gradients will give the model a sense 

of how much each weight is affecting the cost function.  

4. Weight update. An optimizer is used to change the weights by using the 

gradients calculated previously. Some examples of optimizers are stochastic 

gradient descent (SGD), RMSprop or Adam [38]. Using any of these optimizers 

and a learning rate, which controls how much they should be adjusted, the 

weights are updated.  

These 4 parts form one training iteration. Models are usually trained during multiple 

iterations, and so the weights are updated constantly until the desired result is reached. 
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1.3.  Transfer Learning 

One of the main obstacles of training DL models for medical problems is the lack of 

labeled medical data. Although more and more data is being gathered, DL models need 

huge amounts of information to be able to accurately predict. Transfer learning can be a 

big help in overcoming this obstacle and achieving optimal results.   

Transfer learning is a common strategy to train a neural network with a small dataset 

using an existing model which was pretrained on a large dataset. The underlying 

assumption is that lower-level features (e.g. edges and colors) learned on a large dataset 

can be useful for other tasks. In this case, the weights from the feature learning layers 

can be reused and the classifier weights can be retrained to adapt to the new dataset. 

 

1.4.  State of the Art  

Given enough training data, DL models can achieve comparable or even better 

performance than experts in the diagnosis or prediction of certain diseases, e.g. 

predicting cardiac arrest [14]. The only problem being the lack of large amounts of 

high-quality labeled medical data.  

Transfer learning on state-of-the-art DL models such as AlexNet [10], Inception V3 [11, 

12], VGG16 and VGG19 [13], pretrained on the 1000 class ImageNet [8] database has 

proven to be effective when they are retrained on new datasets for different tasks.  

Kermany et al. [15] achieved 92.8% accuracy in the detection of pneumonia on a small 

dataset of 5,232 chest X-ray images using this technique. Vianna [16] also demonstrated 

the performance of models when using transfer learning in the prediction of pneumonia. 

Esteva el at. [17] demonstrated that retraining the Inception V3 on skin images to detect 

the presence of a benign or malignant tumor gave results which were on par with expert 

dermatologists.  Shu [19] showed that using a small dataset of 6,000 images on 

pretrained DL models avoided overfitting and gave accurate results as long as the 

appropriate modifications were done.  

Nevertheless, transfer learning will not always be the correct strategy to choose, as 

shown in the paper of Ezqeuiel de la Rosa et al. [18]. They proposed a new automatic 

method for myocardial infarction quantification on LGE-CMR images, but the first part 

of their method was to detect the presence of LGE. They compared a proposed CNN to 
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VGG19 and although the results obtained were very similar, they decided to use their 

model as it had slightly better results than using transfer learning.   

 

1.5.  Objective 

Nowadays, physicians have to manually detect whether there is myocardial damage on 

CMR images, which requires time and experience. In this study we implemented and 

compared three state-of-the-art CNN models (Vgg16, Vgg19 and Inception V3) in the 

discrimination between healthy and diseased myocardium on LGE-CMR images with a 

small imbalanced dataset. The models were pretrained on the ImageNet dataset and 

transfer learning was used to retrain them. These architectures were chosen after an 

extensive research of various well-established models and their performance when 

adapted to a variety of medical image classification scenarios. To compensate for the 

imbalance and also study the effects of the quality of the dataset when retraining 

models, three subsets of data were created from the original one using undersampling 

and class weighting techniques. The end goal was to determine whether any of the 

chosen models could be used in a clinical setting. Furthermore, the following two 

questions were answered during the study:   

- Would a deeper CNN architecture, such as Inception V3, allow the model to 

detect and represent more complex relations between the features and thus 

achieve better performance?  

- Would a balanced dataset be necessary to show meaningful results, as the model 

would be trained on equal amounts of data of both classes?  
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2. MATERIAL AND METHODS 

 
2.1.  Programming Environment  

The main programming language used during the project was Python [27]. Tensorflow 

[20] and Keras [21], two deep learning libraries, were used to develop and train the 

models. Tensorflow is an open source python ML library for performing high-end 

numerical computations. It is a framework that involves defining and running 

computations involving tensors [22]. Keras is a high-level neural networks API, written 

in Python and capable of running on top of Tensorflow. Thanks to its easy and fast 

coding approach, it is widely used by beginners. 

As stated in the introduction, transfer learning was used on three state-of-the-art 

pretrained models, VGG16, VGG19 and InceptionV3. These models were available in 

the Keras library and could easily be modified and retrained to perform image 

classification on new datasets.  

To be able to retrain the models on Keras the following inputs were required:  

- Batch size. Number of training or validating examples that the model used before 

updating its weights. Due to the memory requirements, using fewer samples of the 

training and validating dataset was necessary so that the model took up less space on 

the machine. 

- Epochs. Number of complete passes through the entire training and validating 

dataset. One epoch is accomplished when a complete training and validating dataset 

is cycled forward and backwards through the CNN.  

- Labeled Dataset. To train and evaluate the models, the data had to be stored in a 

particular format to be fed into the CNNs (see Figure 3). ImageDataGenerator and 

flow from directory, two functions available on Keras, were used to load, preprocess 

and train the models with the data in batches. For this study, the dataset folder 

consisted of CMR images that were divided into three subfolders: training, 

validating and testing. Each of these subfolders were then divided into two folders, 

corresponding to the classes LGE (i.e. diseased myocardium) and healthy.  

https://www.tensorflow.org/
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- Pretrained model. Load the Vgg16, Vgg19 or InceptionV3 models with their 

corresponding weights from the ImageNet dataset.  

- Defining which layers to be retrained. In the case of this study, the feature 

learning layers of each model were frozen, meaning the weights obtained on the 

ImageNet dataset of each model were not to be updated, whilst the classifiers were 

retrained.  

- Create a new classifier. For every model, a new classifier outputting 2 classes was 

created. In the last layer, where the prediction is made, a softmax function was used 

to turn the values into probabilities ranging from 0 to 1. 

- The “class weight” function values. This function was used during the training 

phase on two of the datasets (explained in section 2.2. Dataset). Here, each class is 

assigned a weight which will cause the model to “pay more attention” to examples 

from the under-represented class, in this case LGE, when optimizing the weights. 

For example, if the LGE class (1) is twice less represented than the healthy class (0), 

class weight could be defined as {0: 0.5, 1: 1}.   

- Compile function. This is where the loss function, optimization function and metric 

used to monitor training were defined. All models used a categorical cross entropy 

loss function and Adam optimizer. In those cases where the “class weight” function 

was used, the loss function applied was a weighted cross-entropy. The metric 

calculated was accuracy, which would allow us to obtain epoch vs loss graphs and 

epoch vs accuracy graphs.  

 

 

Figure 3.View of the structure of the folders where the data was 
stored. 
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2.2.  Dataset 

The dataset consisted of short-axis stress CMR images of 405 patients (59 ± 14 years 

SD, 54% male) acquired at the UChicago Medicine Duchossois Center for Advanced 

Medicine (DCAM). All examinations were performed using a 1.5 Magnetic Resonance 

Imaging System (Achieva, Philips Medical Systems). On average, a short-axis image 

stack had around 12 slices or images. For each patient, the PSIR technique was used to 

analyze the images and visualize LGE in the damaged myocardium.  

Manual image annotation and segmentation of LGE was done by a trained physician, 

from UChicago Medicine, using Arterys [23], an AI assisted software for medical 

images. All the CMR images of the patients were uploaded onto Arterys and analyzed 

individually for LGE.  Arterys also anonymized the data, by changing the real name of 

the patient to a phonetic id (e.g. Bisunay) making it easier to use this data in a secure 

way afterwards. Out of the 405 patients, 135 presented myocardial damage on some of 

their CMR images. These were then segmented and labeled as LGE on the software.   

After analyzing all 405 patients, Arterys provided to the team the exported database in 

the form of two JSON files: a study file, which contained the information of the patients 

anonymized and the different MRI sequences acquired, and a workspace file, which had 

the modifications (segmentations and labels) done on every slice. Both files also 

included those patients whose images did not present any myocardial damage (no LGE 

label) and, so, had not been annotated or segmented.  

The DL models used on Keras required that the data be labeled and stored in a particular 

format, as mentioned in the previous section (2.1. Programming Environment). To do 

this, an algorithm was created, using Python, to separate those images that had been 

labeled from those that had not and then be placed in two folders: Healthy folder, which 

had those images that had not been labeled, and LGE folder, which had those images 

that had been labeled. As the JSON files contained all the database of every patient, the 

algorithm first had to look through both JSON files and link each patient to its 

workspace. From there, the algorithm had to look for the correct PSIR sequence and 

check whether any of the slices had been labeled.  If any of the slices had been 
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annotated, they were saved in the LGE folder. Those slices that had not been annotated 

were saved in the Healthy folder. Figure 3 shows the format in which the data was 

stored.  

Once every image had been saved in their respective folder (Healthy or LGE), they 

were randomly separated into three subsets. 70% of both classes were included in the 

training dataset, 15% in the validation dataset and 15% in the testing dataset. 

 
Table 1. Original dataset. Number of healthy and LGE images for the training, validating and testing 
folders. 

 

It was clear from Table 1 that the data was imbalanced. The percentage of LGE cases 

from the total number of slices was 13%. As stated in the objective section 

(1.5.Objective), one of the questions was if a balanced dataset would be necessary to 

train the models correctly. To get an answer, the following datasets with their 

characteristics were used:  

- Original or imbalanced dataset (see Table 1), which included all the healthy and 

LGE images of all 405 patients.  

- Undersampled or balanced dataset (see Table 2), which had all the LGE images, 

but 65% of the healthy slices were randomly deleted from the original training and 

validating folders so that the ratio between both classes was 1:2 during the training 

phase. The reason why the data was not balanced to have a ratio of 1:1 was because 

we wanted the model to learn from a real life scenario, where most images would be 

from the healthy class and second because of the lack of data. If more images had 

been deleted, the models would not have had enough training data to learn from. 

The testing folder remained the same, so that we could compare the results to the 

other datasets.   
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- Original dataset with the use of “class weight” function. This consisted of the 

original dataset with the use of the function “class weight” during the training phase. 

Throughout the study this third dataset will be referred to as “weighted”.  

- Undersampled dataset with the use of the “class weight” function. This 

consisted of the undersampled dataset with the use of the function “class weight” 

during the training phase. Throughout the study this fourth dataset will be referred 

to as “undersampled + weighted dataset”.   

 
Table 2. Undersampled dataset. Number of healthy and LGE images for the training, validating and 
testing folders. 65 % of healthy images, from the original training and validating folders, were randomly 
eliminated to balance the data. 

 

2.3.   Architecture CNNs 

VGG16, VGG19 and Inception V3 were the three state-of-the-art DL architectures, 

included in the Keras library, that were chosen for this project as they showed good 

results in other medical classifications tasks. All these models were previously trained 

on the ImageNet database of 1000 classes.  

VGG16 and VGG19 were developed by the Visual Geometry Group from University 

of Oxford in 2014 [13]. Compared with VGG16, VGG19 tends to be slightly better but 

requires more memory. VGG16 consists of 16 weighted layers including thirteen 

convolutional layers with filter size 3x3, and 3 fully connected layers. All convolutional 

layers are divided into 5 groups, which are followed by a max pooling layer. VGG19 

has the same architecture as VGG16, the only difference being that instead of having 

thirteen convolutional layers, it has sixteen convolutional layers [24]. The fully 

connected layers of both models consist of two fully connected layers with 4026 nodes 

each, followed by a 1000 classifier layer corresponding to the number of classes in the 

ImageNet dataset. In the case of this project, the classifier was retrained and modified to 
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have a 2 classifier layer, corresponding to LGE or healthy (see Appendix 3 for summary 

of both models).  

The use of multiple small filters allows both models to cover the full area that larger 

filters would cover. For example, two layers of 3x3 filters would be equal to using one 

5x5 filter in that area. This would also mean that fewer parameters are needed. Two 

layers of 3x3 filters would be equal to 2x3x3 = 18 parameters, whilst one layer of a 5x5 

filter would be equal to 1x5x5 = 25 parameters. This is good for a better convergence 

and decreasing the chances of overfitting.  

InceptionV3 was developed by a research team at Google in 2014 [11, 12]. Up until the 

creation of this model, most CNNs had what is known as a sequential architecture, 

meaning that the layers with different sized filters were stacked one after the other. This 

meant that different sized features were learnt at different levels of the model. Based on 

the idea of “inception modules”, Google introduced multi-level feature extractors that 

use different size filters, ranging from 1x1 to 5x5, within the same module to extract 

different size features [24] at the same time. The resulting tensors of each filter are then 

concatenated together and sent to the next layer. The model has 42 layers, the deepest 

model which was used for this project, but fewer parameters than other CNNs. Whilst 

VGG16 and VGG19 have very good accuracy on the ImageNet dataset, its huge 

computational requirements, in terms of memory and time, is a problem. Inception V3 

also proved the efficacy of using very deep networks [25]. During the retraining phase, 

four fully connected layers were added to this model, with the last one consisting of 2 

nodes (see Appendix 3 for model summary). 

 

2.4.  Implementation Details 

In the case of this study, the training and validating batch size was set to 25, and the 

testing batch size was set to 1 for all the models. The numbers of epochs done during 

the training phase was set to 50. The learning rate was set to the default of the Adam 

optimizer, which was 0.001.  
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Regarding the original dataset with the use of “class weight” function, the values were 

set to {0:0.58, 1:3.68}, where 0 was the healthy class and 1 the LGE class. For the 

undersampled dataset with the use of “class weight” function, the values were set to 

{0:0.73, 1:1.59}. The difference in values for the two datasets was due to the fact that 

the original one had a far greater number of healthy images, and so the weight given 

when classifying LGE images in the loss function had to be bigger. For the balanced 

dataset, as the ratio was reduced to 1:2, the weight given to the LGE class could be 

reduced.  

When feeding the models the data, the images first had to be preprocessed. Using the 

ImageDataGenerator function, they were first rescaled to a 1 - 255 color scale. Then, for 

the case of VGG16 and VGG19, the images were resized to 224 x 224 pixels, and for 

the case of Inception V3 to 229 x 229 pixels. One requirement was that all images had 

to have 3 channels, which was not the case for this data. The flow-from-directory 

function automatically created 3 channels for the images when the color mode was 

defined as “rgb”. 

 

2.5.  Evaluation Metrics 

As imbalanced datasets were used during this study, it was important to look at the 

correct evaluation metrics which would allow us to analyze the effect of having more 

data of the healthy class. For most tasks, accuracy is used as a performance measure. In 

the case of imbalanced data, accuracy alone will not give a correct measurement of the 

overall performance as the data of the majority class will overwhelm the minority class, 

meaning that an accuracy score of 0.9 which might seem very good could mean that 

only the majority class is being correctly classified. Due to this, the following 

evaluation metrics were used to compare the models:  

- Confusion Matrix: a table that provides information on which classes are being 

predicted correctly, incorrectly and what type of errors are being made. In the case 

of this project, which had a binary classification task, the confusion matrix can be 

seen in Table 3.   
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Table 3. Confusion Matrix. 

 

 

 

 

From this table we see how many times the model predicted healthy or LGE 

correctly, corresponding to True healthy and True LGE, and how many times it 

predicted these classes incorrectly, seen as False healthy and False LGE.  

For the performance metrics of both classes (LGE or healthy), the following notation 

was used: 

∙  True Healthy = N(H, detected)                   ∙  True LGE = N(LGE, detected)  

∙  False LGE = N(H, missed)                                                ∙  False Healthy = N(LGE, missed) 

∙  N(H, total) = N (H, dected) + N(H, missed)                   ∙  N(LGE, total) = N (LGE, dected) + N(LGE, missed) 

∙  N(total) = N (H, total) + N(LGE, total) 

- Accuracy: ratio of correctly predicted observations to the total number of 

observations. The value will always be between 0 and 1.  

𝐴𝐴 =  
𝑁𝑁(𝐻𝐻,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) + 𝑁𝑁(𝐿𝐿𝐿𝐿𝐿𝐿,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

𝑁𝑁(𝑑𝑑𝑡𝑡𝑑𝑑𝑡𝑡𝑡𝑡)  

As mentioned before, for imbalanced data this is not an appropriate measurement.  

- Precision: ratio of correctly predicted observations to the total predicted 

observations of a class. The value will always be between 0 and 1. Of all predicted 

healthy / LGE images, how many actually are healthy / LGE? 

 

𝑃𝑃(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐) =  
𝑁𝑁(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

𝑁𝑁(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)  +  𝑁𝑁(𝑡𝑡𝑑𝑑ℎ𝑑𝑑𝑒𝑒 𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑑𝑑𝑑𝑑) 
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- Recall (Sensitivity): ratio of correctly predicted positive observations to all the 

observations in that class. The value will always be between 0 and 1. Of all true 

healthy / LGE cases, how many did we predict correctly? 

  

𝑅𝑅(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐) =  
𝑁𝑁(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

𝑁𝑁(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)  +  𝑁𝑁(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑑𝑑𝑑𝑑) 

 

For medical tasks, this metric is the most important one as it is more valuable to 

know that the model is classifying all the correct images as LGE, even if some 

healthy images are classified as LGE which can then be revised by the physician. 

The important thing is not to miss out on the classification of diseased myocardial 

images due to false negatives.  

- F1-score: a single score based on the weighted average of precision and recall. The 

value will always be between 0 and 1. 

 

𝐹𝐹1 − 𝑐𝑐𝑑𝑑𝑡𝑡𝑒𝑒𝑑𝑑 (𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐) =  2 ×
(𝑅𝑅(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐)  × 𝑃𝑃(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐))
(𝑅𝑅(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐) + 𝑃𝑃(𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐))  

 

3. RESULTS 
Training time for each model was significantly reduced thanks to the use of transfer 

learning. On average, each model took around 2-3 hours to train. Once the models had 

been retrained, the confusion matrices and performance measures were obtained on the 

testing dataset to analyze the classifying capacity of each model trained on the 4 

datasets. The testing dataset consisted of 655 images in total, out of which 566 images 

were labeled as healthy and 89 images were labeled as LGE. The same testing images 

were used for all models to be able to correctly analyze and compare the models.  
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3.1.  Evaluation Metrics 

The confusion matrices for each mode with their corresponding datasets can be seen in 

Tables 4, 5 and 6, whereas the performance measures (accuracy, precision, recall and 

F1-score) for both LGE and healthy class are illustrated in Table 7. Accuracy and loss 

functions for the training and validating phases have been added in Appendix 1, these 

were useful for seeing whether or not the model was overfitting and whether or not it 

was starting to generalize its prediction capacity.  

 

Ideally, the antidiagonal values (false healthy and false LGE) of the confusion matrices 

would be zero, as this would mean that every image is classified in the correct class. In 

this study, the results show that the models classified correctly those images that were 

labeled as healthy significantly more when compared to the LGE images. When looking 

at the confusion matrices of all the models, VGG16 (see Table 4) appeared to be the 

model that classified most of the images as healthy for all datasets. VGG19 (see Table 

5) classified slightly more times LGE images correctly then the other models for most 

datasets. Inception V3 provided very varied results for each dataset, specifically when 

looking at the confusion matrix of the weighted dataset (bottom left matrix in Table 6) 

where most of the testing data was classified as LGE, a stark comparison to all the other 

models, which usually classified most images as healthy, and at the original dataset (see 

top left matrix in Table 6) where no image was classified as LGE.     

 

As explained previously, accuracy is not an appropriate measurement for this task and 

so, a result of 0.87 (see Table 7, VGG16 retrained on the original dataset) could be 

considered good, but in reality when looking at the confusion matrices it is not 

classifying LGE images properly. The precision, recall and F1-score for both classes 

showed what was happening in reality. The values obtained for the healthy class were 

much higher compared to the LGE class, where values seemed to stay on average under 

0.5, except for the case of Inception V3 retrained on the weighted dataset. The 

undersampled dataset provided slightly better performance values for the LGE class in 

general. VGG19 showed overall better performance values for the LGE class, as the F1-

score (average of recall and precision) for this model and all datasets was always above 

average.   
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Table 4. From a to d: Confusion matrices for the pretrained VGG16 model retrained on the original, 
undersampled, weighted and undersampled + weighted datasets. 

 

Table 5. From a to d: Confusion matrices for the pretrained VGG19 model retrained on the original, 
undersampled, weighted and undersampled + weighted datasets. 
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Table 6. From a to d: Confusion matrices for the pretrained Inception V3 model retrained on the original, 
undersampled, weighted and undersampled + weighted datasets.  

 

Table 7. Evaluation metrics (accuracy, precision, recall and F1-score) for the three pretrained models 
(VGG16, VGG19 and Inception V3) retrained on the four datasets.  

 

3.2.  Visualization of Results 

There are a number of tools to visualize the results better and understand what exactly 

each model is looking at when classifying images. For the case of this project, Class 

Activation Maps (CAMs) and Activation Maximization (AM) of the last fully 

connected layer of each model were obtained [26]. CAMs produce a gradient image that 

tells us what part of the image the model is looking at when classifying an image. AM 

can be used to get a representation of the input image that maximizes the final dense 

layer output corresponding to a certain class. In other terms, the map will show us 
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which features the network expects to be able to identify a certain class. For example, if 

one of the classes was a bird and the model had been trained correctly, the AM would 

generate an input image which would be representative of what the model is expecting 

to see when classifying a bird (e.g. eyes and beaks) as it would have learnt the correct 

characteristics of what it means to be a bird.   

Figure 4 illustrates the CAMs of an image that every model classified correctly as LGE 

when retrained on the undersampled and weighted dataset. Figure 5 shows what each 

model, also retrained on the undersampled and weighted dataset, was looking at when 

classifying an image incorrectly as LGE when it was actually healthy, except for the 

case of Inception V3 where it correctly predicted the image as healthy. Most CAMs 

showed that VGG19 was the only model that was looking at the heart to classify the 

images. VGG16 would tend to look at other parts of the image, mainly the borders to 

classify the images. Finally, Inception V3 looked at a broader section of the image, 

sometimes even looking at the full image itself and not a specific part.  

AM maps were obtained for both classes of all models retrained on the four datasets to 

see what features every model had learnt to differentiate between LGE and healthy 

images. Figure 6 and 7 represent the AM maps of both classes for the VGG19 model 

retrained on the undersampled dataset. In the case of this model (see Appendix 2 Figure 

13 for more images), the AM maps for both classes have certain similarities, such as 

circular forms possibly belonging to the heart (one of the most relevant features) as 

VGG19 did pay more attention to it when classifying the images (shown in the CAMs). 

However, the AM map for the healthy class seems to show more defined shapes than 

the LGE map which seems to have blurred features. The colors on these maps are the 

result of the different combinations of the patterns obtained in the lower layers, where 

simple features such as edges and colors were extracted.  

For the Inception V3 model AM maps (see Appendix 2 Figure 14), multiple blurred 

bright spots can be seen, possibly referring to different organs in the CMR images and 

not the heart. All AM maps for this model seemed to produce blurry features, verifying 

that the model had not captured the correct notion of what the heart or what myocardial 

damage was. VGG16 (see Appendix 2 Figure 12) seemed to use the shape of the heart 

as a feature when classifying images as healthy, but not when classifying images as 
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LGE. In contrast, as mentioned previously, VGG19 did capture the shape of the heart 

for both classes. However, more research is needed to properly understand these maps 

to be able to give more appropriate explanations as to what they mean.  
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(c) 

Figure 4. From a to c: CAMs of the VGG16, VGG19 and Inception V3 models, retrained on the 
undersampled and weighted dataset, for an image that had been correctly classified as LGE. The x and y 

axes correspond to the pixels of the image resized. 

Pixels 
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(a) 

(b) 

(c) 

Figure 5. From a to c: CAMs of the VGG16, VGG19 and Inception V3 models, retrained on the 
undersampled and weighted dataset, for an image that had been classified incorrectly as LGE when it was 

healthy. Except for Inception V3, which classified the image correctly. The x and y axes correspond to 
the pixels of the image resized. 
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Figure 6. AM map of the healthy class for the VGG19 model trained on the undersampled dataset. 

 

 

 

 

 

 

 

 

Figure 7. AM map of the LGE class for the VGG19 model trained on the undersampled dataset. 

 

4. DISCUSSION 

At the beginning of the study, two questions were proposed to be answered (1.5. 

Objective).  

The first question was whether the deeper CNN architecture, Inception V3, would 

result in the model detecting and representing more complex relations between features 

and, so, produce better predictions. Based on the results obtained, this was not the case. 

When comparing the confusion matrices, Inception V3 tended to have the most 

questioning and varying values for all four datasets. The CAMs (3.2.Visualization of 

Results) obtained were an important part in understanding what the models were 
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looking at when classifying. In the case of Inception V3, it was clearly not looking at 

the heart when classifying, proving that this model was not learning the important 

features. The AM maps (see Appendix 2 Figure 14) for this model provided clues as to 

what features it was expecting to see for each class. In this situation, the AM maps 

showed blurry shapes and were very different to the other two models, more evidence 

that the model had not learnt to detect the appropriate features (i.e. the heart and 

myocardial damage). The explanation as to why the deeper model did not prove to be 

the better one can be separated based on the datasets it was retrained on.   

In the case of Inception V3 being retrained on the original dataset, the accuracy and loss 

graph (Appendix 2), seemed to show that the model was overfitting. This could be why 

the retrained model did not classify any image as LGE, as it had learnt to only classify 

images as healthy due to having more training examples of this class.  

For the other three datasets on which the model was retrained, one possible reason as to 

why this deeper architecture did not provide better results could be the vanishing 

gradient problem [39], where, as the weights are updated from the higher layers to the 

lower layers during backpropagation, the gradients become smaller till a point where 

they are no longer changing the value of the weights of the lower layers and so, results 

in the network never reach to a good solution. In other terms, the model does not find 

the optimal weights to get proper results. Another reason could be the reverse, an 

exploding gradient problem, where the gradients keep getting higher values and so the 

weights are updated with huge values. The updated weights are so different to previous 

weights, that the optimal values are never achieved because the proportion to which the 

weights become updated during each epoch is too large.  

The second question was whether a balanced data would be necessary to achieve more 

meaningful results, as the model would be trained on equal amounts of images of both 

classes. From the results shown in Tables 4, 5, 6 and 7, it is clear to see that using the 

imbalanced datasets results in the models usually classifying most images as healthy 

due to the small number of LGE samples to learn from. The use of the undersampled 

dataset allowed the models to classify images as LGE at a slightly higher amount of 

time. One possible reason as to why the undersampled dataset did not give significantly 

better results was that when this dataset was created, 65 % of the healthy samples were 
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eliminated, and so, less images were used to train the models overall. If large amounts 

of images, of both classes, were gathered the models could potentially be trained to 

classify accurately at a higher rate. 

Interestingly, using the class weight function on the original dataset, gave similar results 

to the undersampled dataset, meaning a higher amount of images were classified as 

LGE. So, although a balanced dataset is always better, using the class weight function 

on the original dataset and properly tuning the value of the weight the model gives each 

class during the training phase could lead the models to classify images as accurately as 

with the balanced dataset.     

The aim of the study was to compare the models and see whether any of them could be 

used in a clinical setting. Out of all three models, VGG19 appeared to be the only model 

that looked at the heart in the images, although it is not clear whether it was looking at 

the diseased part of the myocardium to classify the images as LGE. If this was the case, 

we would expect the model to predict the images correctly, as it would have learnt to 

detect the enhanced pattern in the myocardium. It is also the model that provides recall 

values above the average, an important metric to ensure the models are not missing out 

on classifying actual diseased images.  

These findings have allowed both questions to be answered, the first being that a deeper 

model did not perform better and that a balanced dataset would be optimal if the use of 

class weight was not available or the values could not be properly defined. This study 

was done to see whether any of the models could potentially be used in a clinical 

setting. At the moment, none of the models can be used, but properly modifying and 

retraining VGG19 on a cleaner dataset could result in the model giving desirable results.  

 

4.1.  Future Work 

DL models require lots of trial and error, and so, multiple modifications can be 

proposed to make the models train better. In the case of using a pretrained model to 

discriminate between healthy and diseased myocardium, there is still lots of work to be 

done. Below, a list of possible projects and tasks that have not been tackled or discussed 

and would be interesting to do are proposed:  
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- Deleting those slices that could confuse the model. When preparing the dataset, all 

PSIR images acquired were used, even those that did not show any section of the 

heart. This was because the aim was to try and simulate a real life scenario where 

the minimum human intervention was needed, and in this situation a physician 

would be able to send all the slices without deleting any. Because the results showed 

poor performance, by deleting these images (examples shown in Figure 8), the 

models might be able to properly train. These were correctly classified as healthy, 

but seeing as they had nothing to do with what the algorithm should be looking at 

(i.e. the heart), it could confuse the model as to what features to pay attention to.  

 

 

Figure 8. CMR images of the top and bottom part of the sequence stack that could be misleading for the 
models 

- Retraining some of the feature learning layers. During this study, only the 

classifiers were retrained and adapted to the new classification problem. Trying to 

retrain a few of the convolutional layers, could allow the model to find new features 

specifically targeted for this type of data (i.e. CMR images) and then relate them in 

the classifier.   

- Changing the learning rate. During the weight updating process, the learning rate 

was set to 0.001, by trying different values the results can change.  

- Cropping the CMR images to only show the heart. As the models seemed to be 

getting confused on what to focus on, feeding the models images of only the heart 

region could prove to be effective. Same as the first point, the aim was to not need 

any human intervention finally.  

- Using the segmentations to train the models. The physician who manually labeled 

each LGE-CMR image also segmented the LGE pattern. This segmentation could be 
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used to help train the models, as we would be able to show the model where there is 

myocardial damage. This point can be used simultaneously with the previous point.  

- Applying image data augmentation. One downside of using the undersampled 

dataset was that less training samples were used. One famous method, included in 

the Keras library, is data augmentation which artificially increases the diversity of 

the data by applying transformation functions on the dataset. This has been proven 

to be effective in multiple scenarios [35], but the correct techniques (e.g. rotation or 

brightness) must be chosen.  

 

4.2.  Conclusion 

DL is proving to be a good technique in assisting medical personnel in various 

departments. However, a big obstacle is the need of large amounts of data to properly 

train the models. Transfer learning on pretrained models has helped to overcome this 

problem by retraining models on new and small datasets. The main goal of this study 

was to compare three state-of-the-art DL models in the classification of images between 

healthy and diseased (LGE) myocardium with the use of transfer learning. Four datasets 

were used to retrain the models: the original imbalanced dataset (Table 1), an 

undersampled or balanced dataset (Table 2), the original dataset with the use of the 

“class weight” function and the undersampled dataset with the use of the “class weight” 

function. After training all three models on the four datasets, the results on the testing 

images were compared and analyzed. VGG16 and VGG19 were chosen because of their 

simplicity. Both models, created by the same research group, were identical except for 

the number of convolutional layers they had. In the case of VGG16, the model was 

composed of 13 convolutional layers and 3 fully connected layers. VGG19 had 16 

convolutional layers and 3 fully connected layers. Inception V3 was chosen due to its 

use of inception modules, which would allow for a multi-feature layer extractor and its 

42 layer depth. Results showed that VGG19 performed better on average and that 

training the models on a balanced dataset slightly improved their performance. 

Nevertheless, further work is needed to demonstrate that DL can be used in this type of 

medical classification problem.  
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8. APPENDICES 

 

8.1.  Appendix 1 

 

Figure 9. VGG16 accuracy and loss graphs obtained during the training and validating phase on all four 
datasets. From top left to bottom right, graphs for VGG16 model retrained on: original dataset 

undersampled dataset, original dataset with class weight function and undersampled dataset with class 
weight function. 
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Figure 10. VGG19 accuracy and loss graphs obtained during the training and validating phase on all four 
datasets. From top left to bottom right, graphs for VGG19 model retrained on: original dataset 

undersampled dataset, original dataset with class weight function and undersampled dataset with class 
weight function. 
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Figure 11. Inception V3 accuracy and loss graphs obtained during the training and validating phase on all 
four datasets. From top left to bottom right, graphs for Inception V3 model retrained on: original dataset 
undersampled dataset, original dataset with class weight function and undersampled dataset with class 

weight function. 
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8.2.  Appendix 2 

 

 

Figure 12. AM maps of both classes (LGE and healthy) for the VGG16 model retrained on all four 
datasets.  
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Figure 13. AM maps of both classes (LGE and healthy) for the VGG19 model retrained on all four 
datasets. 
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Figure 14. AM maps of both classes (LGE and healthy) for the Inception V3 model retrained on all four 
datasets. 
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8.3.  Appendix 3 

Summary of the architecture of the three models with their new classifier, highlighted in blue, have been 
added below.  
 

 
VGG16 

______________________________________________________________________________________________ 
Layer (type)                                Output Shape                         Number Parameters    
=================================================================================== 
Input Layer                   (None, 224, 224, 3)                               0          
______________________________________________________________________________________________ 
block1_conv1 (Conv2D)         (None, 224, 224, 64)                           1792       
______________________________________________________________________________________________ 

. 

. 

. 
______________________________________________________________________________________________ 
block5_conv3 (Conv2D)         (None, 14, 14, 512)                          2359808    
______________________________________________________________________________________________ 
block5_pool (MaxPooling2D)   (None, 7, 7, 512)                                 0          
______________________________________________________________________________________________ 
global_average_pooling              (None, 512)                                      0          
______________________________________________________________________________________________ 
dense_1 (Dense)                           (None, 4096)                                2101248    
______________________________________________________________________________________________ 
dense_2 (Dense)                           (None, 1024)                                4195328    
______________________________________________________________________________________________ 
dense_3 (Dense)                            (None, 2)                                      1025       
=================================================================================== 
Total parameters: 21,013,312 
Trainable parameters: 6,298,626  weights that were retrained on the four datasets. 
Non-trainable parameters: 14,714,688  weights of the frozen layers that were not updated. 
 

 

Figure 15. Summary of the VGG16 model with the new classifier, highlighted in blue. The models final 
layer was a 2 node classifier, corresponding to LGE and healthy class. The number of parameters that 
were retrained was 6.298.626, equal to the sum of the number of parameters of the 3 fully connected 

layers. 
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VGG19 
____________________________________________________________________________________________ 
Layer (type)                                Output Shape                            Number Parameters        
=================================================================================== 
Input Layer                              (None, 224, 224, 3)                              0          
____________________________________________________________________________________________ 
block1_conv1 (Conv2D)        (None, 224, 224, 64)                          1792       
____________________________________________________________________________________________ 

. 

. 

. 
____________________________________________________________________________________________ 
block5_conv4 (Conv2D)         (None, 14, 14, 512)                          2359808    
____________________________________________________________________________________________ 
block5_pool (MaxPooling2D)   (None, 7, 7, 512)                                  0         
____________________________________________________________________________________________ 
global_average_pooling             (None, 512)                                        0         
____________________________________________________________________________________________ 
dense_1 (Dense)                          (None, 4096)                                 2101248    
____________________________________________________________________________________________ 
dense_2 (Dense)                          (None, 1024)                                 4195328    
____________________________________________________________________________________________ 
dense_3 (Dense)                             (None, 2)                                      2050       
=================================================================================== 
Total parameters: 26,323,010 
Trainable parameters: 6,298,626  weights that were retrained on the four datasets. 
Non-trainable parameters: 20,024,384 weights of the frozen layers that were not updated. 
 

 

Figure 16. Summary of the VGG19 model with the new classifier, highlighted in blue. The models final 
layer was a 2 node classifier, corresponding to LGE and healthy class. The number of parameters that 
were retrained was 6.298.626, equal to the sum of the number of parameters of the 3 fully connected 

layers. 
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Inception V3 
____________________________________________________________________________________________ 
Layer (type)                                Output Shape                      Number Parameter                    Connected to                     
=================================================================================== 
Input Layer                            (None, 299, 299, 3)                               0                                             
____________________________________________________________________________________________ 
conv2d_1(Conv2D)                (None,149,149,32)                            864                                     input_1[0][0]                  
____________________________________________________________________________________________ 

. 

. 

. 
________________________________________________________________________________________ 

activation_94(Activation)      (None,8,8,192)                                    0                         batch_normalization_94[0][0]     
____________________________________________________________________________________________ 
mixed10 (Concatenate)          (None, 8,8, 2048)                                 0                                 activation_86[0][0]               
                                                                       mixed9_1[0][0]                    
                                                                        concatenate_2[0][0]               
                                                                                  activation_94[0][0]               
____________________________________________________________________________________________ 
Global_average_pooling         (None,2048)                                      0                                      mixed10[0][0]               
____________________________________________________________________________________________ 
dense_1(Dense)                        (None,1024)                                 2098176           global_average_pooling[0][0]  
____________________________________________________________________________________________ 
dense_2(Dense)                        (None,1024)                                 1049600                               dense_1[0][0]                 
____________________________________________________________________________________________ 
dense_3(Dense)                        (None,512)                                    524800                                dense_2[0][0]                 
____________________________________________________________________________________________ 
dense_4(Dense)                         (None,2)                                        1026                                   dense_3[0][0]                  
=================================================================================== 
Total parameters: 25,476,386 
Trainable parameters: 3,673,602  weights that were retrained on the four datasets. 
Non-trainable parameters: 21,802,784 weights of the frozen layers that were not updated. 
 
 

 

Figure 17. Summary of the Inception V3 model with the new classifier, highlighted in blue. The models 
final layer was a 2 node classifier, corresponding to LGE and healthy class. The number of parameters 

that were retrained was 3.673.602, equal to the sum of the number of parameters of the 4 fully connected 
layers. 
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