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Abstract—This paper applies feedforward neural networks
to the problem of centralized power allocation in the down-
link of cell-free wireless systems with conjugate beamform-
ing. The formulation relies only on large-scale channel gains.
Most importantly, the learning is unsupervised, foregoing
the taxing precomputation of training data that supervised
learning would require. Two loss metrics are entertained,
namely (i) the max-min of the user signal-to-interference
ratios (SIRs), or more precisely a generalized form of max-
min that can be softened at will to regulate the tradeoff
between average performance and fairness, and (ii) the max-
product of the SIRs, which intrinsically effects such tradeoff.

I. INTRODUCTION

Cell-free systems consist of a dense infrastructure
of access points (APs), each of which can potentially
communicate with every user, thereby breaking with the
cellular paradigm [1]-[7]. This inherits ideas from net-
work MIMO [8], and can advantageously lead to cloud-
based implementations of the radio access [9], [10]. In
exchange for extensive fronthaul, cell-free systems offer
major benefits over their cellular counterparts.

Concentrating on the downlink, one of the challenges
is that of allocating the transmit power of each AP among
the users in ways that balance average performance with
fairness. The power allocation problem in a cell-free
downlink, and in fact in any broadcast setup with linear
transmitters, is often nonconvex [11, ch. 9]. Precisely,
the general problem of maximizing the weighted sum of
the user signal-to-interference-plus-noise ratios (SINRs)
is generally nonconvex because, while allocating more
power to a user improves that user’s condition, it increases
the interference to all other users, and vice versa. As
a result, the less general maximization of the minimum
SINR becomes appealing because it can be cast as a quasi-
linear problem [1, sec. IV]. For small networks, this can be
solved accurately with the aid of standard convex solvers,
but the procedure does not scale well to large networks.

With a view to scalability, in [12] we applied feed-
forward neural networks (NNs) to the related problem of
uplink cell-free power control and put forth a scheme that:

o Relies only on the large-scale channel gains, such
that the transmit powers track the local-average be-
haviors, oblivious to small-scale fading fluctuations.
This avoids recomputations every few milliseconds
and every few hundred kilohertz.

o Needs no knowledge of the user positions.

e Learns in an unsupervised fashion, bypassing the

onerous precomputation of training data.

The development of a downlink counterpart to this
scheme is challenging, chiefly because the number of
power coefficients explodes relative to the uplink. This
paper tackles this challenge and shows that an unsuper-
vised feedforward NN can also map the system’s large-
scale channel gains to the downlink transmit powers for
performance metrics of interest, adding to the growing
body of applications of NNs to communications [13], [14].

II. SYSTEM MODEL

We consider a cell-free system with N APs serving K
users per time-frequency resource unit, where NV is sub-
stantially larger than K so that conjugate beamforming is
effective. Each AP can potentially communicate with each
user on every time-frequency resource. A fraction of the
resource units are reserved for uplink pilot transmissions,
based on which the channels are estimated by the APs.

A. Channel Features

The signals are subject to pathloss with exponent 7,
captured by a large-scale channel gain G, ;, between the
kth user and the nth AP. The uplink and downlink large-
scale SNRs are SNR}, , = G, 1 P"/0® and SNR,, ; =
G P/ o2, with P and P the maximum transmit powers
at users and APs, respectively, measured at 1 m from their
source. In turn, o2 is the noise power.

Besides Gk, the channel connecting the kth user
with the nth AP includes a small-scale fading coefficient
hp i ~ Nc(0, 1), independent across users and APs.

B. Simulation Environment

To produce performance distributions over many system
snapshots, we resort to a wrapped-around (i.e., without
boundaries) universe. On every snapshot, the AP and user
positions are drawn uniformly at random and the ensuing
large-scale SNRs are stable and known. The number of
system snapshots is such that the 95% confidence interval
on the SIR distributions is 0.1 dB.

III. CELL-FREE FORMULATION

A. Uplink Channel Estimation

Neglecting pilot contamination, which can be kept to a
minimum through procedures such as the ones described
in [1, sec. IV] or in [15], [16], the MMSE fading estimate



iLn r gathered by the system upon observation of a pilot
transmission per user and per small-scale coherence block
satisfies hy, , = hn K+ hn r Where [17]

1
k ~ N (0, r> ey
1+ SN Rk
is uncorrelated error and the channel estimate satisfies
R SNR}, ;.
Ellhn 1] = ——2 . 2
L e e T @

B. Downlink Data Transmission

With conjugate beamforming, the precoder applied by
the nth AP to transmit to user k is
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based on which the nth AP generates the signal
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where sy, is the unit-power symbol meant for user £ while
Pk € [0,1] is the share of power that the nth AP devotes
to such user, with Zi:ol Pn.e < 1. The observation at
user k is then
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with vy, ~ Ng(0,02).

The performance achievable on the basis of g hinges
critically on the knowledge at user k of the effective
channel
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that relates s with yg. In cellular massive MIMO, it is
effectual to rely solely on the mean of ¢ since, because
of hardening, the actual value never departs significantly
from such mean [11, ch. 10]. In single-antenna cell-free
networks, however, the terms being summed within each
effective channel are not identically distributed, and the
hardening is therefore only partial [5], [18]. The effective
channels fluctuate markedly, which gives rise to self-
interference if the kth receiver is only privy to E[cg].
Self-interference can be avoided by inserting precoded
pilots within the downlink transmissions, thereby enabling
the explicit estimation by the users of their effective

channels [2]. From S; and I in (6), the kth user can
then operate at a conditional SINR given by
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where, in the denominator, we have taken advantage of
the independence between f,, , and c; for £ # k.
In interference-limited conditions, f, ; = hy_; and (8)

simplifies to
2
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It is worth mentioning that, while the insertion of pilots
and the explicit estimation of the effective channels at
the users is conceptually the most straightforward path
to (8)—(10), in channels exhibiting high time-frequency
coherence it is fundamentally possible to closely approach
such operating point without this recourse [19]-[21].

The expectation of sirg over the small-scale fading, and
consequently over cy, satisfies, from Jensen’s inequality,
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which is very tight because the conditioning in the de-
nominator of (10) has a very weak effect.
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IV. SIR-BASED POWER ALLOCATION OBJECTIVES

If, in (11), we replace |k, ;|? by E[|hn]?] = 1, we
obtain

( n= 0\/ nkpnk)
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from which power allocation objectives can be formu-
lated based only on the large-scale channel features. The
power allocation coefficients thereby obtained can then be
plugged into (11) to assess {E[siry]}1—".

SIR, =

12)

A. Max-Min

The max-min approach had been the main focus of
cell-free power allocations thus far, hence such is our
starting point. We generalize the max-min formulation as
the minimization over {p,, x} of the loss
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where, recall, {SIR;} are functions of {p, r} via (12)
while {cy, } are regulating parameters. As these parameters
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Fig. 1: NN learning procedure.

grow large, Lyv becomes dominated by the smallest SIR,
and the optimization hardens to a maximization thereof.
This hard max-min problem is quasi-linear in {p, »} and
can be solved through a bisection search whose steps
entail a sequence of convex feasibility optimizations [1].
Conversely, for decreasing {ay}, the behavior softens as
SIRs other than the smallest one become relevant.

The small offset 0.01 added to SIR; in (13) avoids
having the loss be dragged down by users below —20
dB and prevents numerical problems in the NN learning
stage. In turn, the exponent 0.4 compresses the dynamic
range, improving the high-SIR performance and rendering
the learning more stable.

B. Max-Product

To expand the scope, we include a second and highly
relevant loss function, namely the max-product. The max-
imization of H,ﬁ:ol SIRy, or equivalently of its logarithm,
can be posed as the minimization over {p,, s} of
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where {f3)} are again parameters. If they are equal, the
combination {SIR;} that minimizes Lyp exhibits satisfy-
ing properties in terms of the tradeoff between average
performance and fairness [11, sec. 7.5]. The parameters
{Br} provide further freedom to prioritize users.

The minimization of Lyp cannot in general be cast as
a convex problem.

Again, the small offset shifting SIR; by 0.01 avoids
being pulled down by users below —20 dB while, as a
counterweight, a second offset added to m lessens
the pull of users above 20 dB.

V. UNSUPERVISED LEARNING PROCEDURE

As mentioned, our interest is in an unsupervised feed-
forward NN that accepts as inputs the large-scale channel
gains and outputs the power allocation coefficients {p, 1. }.
While, in supervised learning, the loss would be a function
of the difference between the predicted and the correct
output, in our unsupervised approach we do not explicitly
represent the correct output for each input. Rather, we
define the loss as Lywm or Liyp and compute the gradient
directly on it. We do not know the correct output for a

given input, but we can compute the loss given the current
prediction of {p,, } and update such prediction in order
to minimize the loss.

Our unsupervised learning takes place through stochas-
tic gradient descent. On each drop, we randomly place
users for a given set of AP locations and, rather than
completely solving the power allocation for that drop, we
take a single step along the gradient of the loss function,
and proceed to the next drop. Even though we do not
provide the NN with the power allocation solution for each
drop’s channel gains, descending along the gradient allows
the NN to quickly generalize information for different gain
combinations.

Whereas, in the uplink, the number of power control
coefficients is K, in the downlink the number of power
allocation coefficients is /N K. This explosion in the num-
ber of coefficients calls for a higher number of neurons
in the NN, and a longer learning stage.

For preprocessing purposes, the large-scale gains
{G i} are first converted to {log G,, ;. } and subsequently
rendered zero-mean and unit variance. The processing
then starts through an input layer equipped with rectified
linear unit (RLU) activation functions. After feature ex-
traction by this input layer, a hidden layer processes the
data also via RLUs and an output layer with linear ac-
tivation functions generates power allocation coefficients
in log-scale; this guarantees positive outputs and averts
numerical problems. From the large-scale gains and the
corresponding NN outputs, the loss function of choice
(soft max-min or max-product) is quantified and an Adam
optimizer—a common algorithm to update NN weighs
iteratively [22]—is applied to minimize such loss. To
avoid oscillations around local optima in the NN weight
adjustment, the learning rate is reduced gradually from
0.001 down to 0.0001. To prevent overfitting, L2-norm
regularization is employed in conjunction with the Adam
optimizer. Precisely, a portion A = 0.001 of the L2 norm
of the weights is added to the loss. The complete scheme
is illustrated in Fig. 1, while the parameters of the NN are
summarized in Table I.

To simplify the learning, rather than a single large
database we produce multiple small databases. Specifi-
callyy, M = 500 databases of 12800 system snapshots
are generated and, over each one, L = 100 updates of
the NN weights take place; each update uses a randomly
selected batch of 128 snapshots. Altogether, 12800\
system snapshots are produced for learning purposes, and
the NN weights are updated LM times.

The learning process is an inherently nonconvex pro-
cess, and the NN weights are initialized randomly, hence
a single NN does not provide sufficient effectiveness
guarantees. To address this issue, we train 100 distinct
NN, each of them with randomly repositioned APs, and
the performance is averaged over them.

VI. PERFORMANCE EVALUATION

For evaluation purposes, we consider a system with
N = 30 APs and K = 12 users, and with a pathloss



TABLE I: NN settings.

H Input layer | Hidden layer | Output layer

Number of neurons 1000 1000 NK = 360

Activation function RLU RLU Linear

Recularizati L2 norm L2 norm L2 norm
cguiarization A =.001 A =.001 A =.001

exponent n = 3.8. Both the NN and the quasi-linear
optimization (when applicable) are driven by the SIRs in
(12) while the performance evaluations rely on (11). As
baseline, we invoke the commonplace power allocation

Gn,k
iy o v (15)
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whereby every AP transmits its complete power at all
times and p,, ; is proportional to the average strength of
the link between AP n and user k.

A. Hard Max-Min

The hard max-min power allocation

{Pni} = arg max min SIR,, (16)

can be obtained, to a desired accuracy, through the bisec-
tion method [1]. At each step, all SIRs are equated to a
value within some suitable interval [a, b] and a feasibility
problem is solved. If the chosen value is indeed feasible,
it is increased; otherwise, it is reduced. In ¢ steps, the
accuracy reaches b;“. Setting a = 0, b = 10, and ¢t = 12,
the accuracy is exceedingly high and the performance
distribution is as in Fig. 2. Although the powers are
adjusted to equalize {SIR;} for each snapshot, there is
some variability across snapshots. And, as the small-scale
fading enters the picture, {E[sir;]} varies even more.

B. Soft Max-Min

The performance of our NN-based power allocation
under a soft max-min metric is also shown in Fig. 2,
particularly for o, = 1 Vk. By setting {ay} at values
above 1, the NN can produce any intermediate behavior
between the hard and soft max-min ones in the figure.

C. Max-Product

Moving now to the max-product loss function, we
hasten to recall that the corresponding optimization is
nonconvex. No methods had been put forth thus far
to solve for the cell-free power allocation under this
important objective.

For B, = 1 Vk, our unsupervised NN exhibits the
satisfactory learning curve presented in Fig. 3. Neglecting
the two small offsets in (14), Lyp equals —ﬁ > log SIRk;
the lower its value, the higher the product of the user SIRs.

The performance, also included in Fig. 2, is very
pleasing. The max-product power allocation uniformly
outperforms the baseline and, with respect to the max-min
solutions, it allows for increased discrepancies between
the low and high SIRs in the system. Put differently, it
places more emphasis on the average performance and
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Fig. 2: CDF of siry, averaged over the small-scale fading, for NV = 30
APs and K = 12 users. In solid, for the max-min power allocations
(hard one obtained through bisection with ¢ = 12, soft one produced by
the NN). In dashed, for the max-product power allocation produced by
the NN. Also shown is the baseline in (15).
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Fig. 3: NN learning curve (averaged over 100 NNs) for the max-product
power allocation.

less on the fairness. By tinkering with {3}, specific users
could be afforded additional preference.

D. Computational Cost

As a proxy for the computational cost, we invoke the
running time on a common platform.

The learning stage is not a primary concern because
it takes place only sporadically, upon changes in the
system or the environment. Nonetheless, it is worthwhile
to contrast the learning time of our unsupervised NN
(see Table II) with what a supervised NN would need.
Precisely, applying the bisection method with the aid of
the CVX solver [23] consumes a time (in seconds) of
0.78¢ per shapshot, hence to produce as many training
samples as used in our unsupervised NN would consume
500 - 12800 - 0.78t = 5 - 109 ¢, which, for reasonable ¢, is
about 5000 times longer.



TABLE II: Average running time (s).

Learning | Power allocation

stage (per-snapshot)
NN 9700 < 0.01
Bisection (¢ iterations) N/A 0.78¢

As far as the power allocations themselves, Table II also
indicates the average running time per system snapshot.
The bisection method takes over two orders of magnitude
longer for a single iteration; for reasonable ¢, bisection
requires roughly three orders of magnitude more time than
the NN.

The above considerations apply to the hard max-min
metric, to which bisection can be applied. For soft max-
min and max-product, the bisection method does not apply
and training data could not be thereby generated. In con-
trast, our unsupervised NN performs very satisfactorily.

VII. SUMMARY

This paper has shown that a feedforward NN with
unsupervised learning, applied to downlink cell-free power
allocation, can:

o Match the performance of vastly more computation-
ally demanding hard max-min methods.

o Handle softer versions of the max-min objective, as
well as alternatives such as max-product, providing
ample room to regulate the tradeoff between average
performance and fairness—something that hard max-
min does not allow.

While drastically more scalable than existing solutions
(when available), and able to handle a broad scope of
objectives, the presented approach does have weaknesses:

o The NN is fully connected, hence the number of
neuronal interconnects grows rapidly with N and K,
and so does the number of training samples.

o Retraining needs to take place if N or K change.

The first issue can be addressed by curtailing the
number of APs that receive each user, something that
should naturally be done in large systems in order to
reduce the pilot overheads [3], [4], [24], [25]. Then, a
non-fully-connected NN could be employed. As of the
second issue calls, it would call for a modular NN, and
interesting ideas in this direction are propounded in [26]
in the context of other wireless problems. Importing and
adapting some of those ideas to the power allocation
problem is another avenue for further research.
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