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Abstract

Most research on single machine scheduling has assumed the linearity of job holding costs, which is arguably not appropriate in some applications. This motivates our study of a model for scheduling $n$ classes of stochastic jobs on a single machine, with the objective of minimizing the total expected holding cost (discounted or undiscounted). We allow general holding cost rates that are separable, nondecreasing and convex on the number of jobs in each class. We formulate the problem as a linear program over a certain greedyoid polytope, and establish that it is solved optimally by a dynamic (priority) index rule, which extends the classical Smith’s rule (1956) for the linear case. Unlike Smith’s indices, defined for each class, our new indices are defined for each extended class, consisting of a class and a number of jobs in that class, and yield an optimal dynamic index rule: work at each time on a job whose current extended class has larger index. We further show that the indices possess a decomposition property, as they are computed separately for each class, and interpret them in economic terms as marginal expected cost rate reductions per unit of expected processing time. We establish the results by deploying a methodology recently introduced by us [J. Niño-Mora (1999). “Restless bandits, partial conservation laws, and indexability.” Forthcoming in Advances in Applied Probability Vol. 33 No. 1, 2001], based on the satisfaction by performance measures of partial conservation laws (PCL) (which extend the generalized conservation laws of Bertsimas and Niño-Mora (1996)): PCL provide a polyhedral framework for establishing the optimality of index policies with special structure in scheduling problems under admissible objectives, which we apply to the model of concern.
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1 Introduction

Motivation and background

Most research on single machine scheduling (both deterministic and stochastic) has addressed problems where the objective to be minimized is the total linearly weighted job flowtime. Such traditional objective assumes that jobs incur linear holding costs during their stay in the system, at rates which depend on their class (jobs in a class have the same features). The attention accorded to the linear case has been partly motivated by the relative analytical tractability of the resulting models: for a variety of such problems, researchers have established the optimality of simple scheduling rules of (priority) index type: an index is attached to each job class; jobs with larger indices are then assigned higher processing priority.

The first example of such an optimal index rule was Smith’s rule [18]. This concerns the problem of sequencing a given number of deterministic jobs belonging to \( n \) classes on a single machine: class \( i \) jobs’ processing time is \( p_i > 0 \), and they incur linear holding costs at a rate of \( C_i \geq 0 \) per job per unit time in system, for \( 1 \leq i \leq n \). Smith’s rule is based on defining the index \( \gamma_i = C_i/p_i \) for each class \( i \), and then processing first jobs whose class has larger index.

The optimality of index rules under linear holding costs has been extended to a variety of more complex single machine scheduling models. These include the extension of Smith’s model to incorporate random processing times [16], scheduling multiclass queues [2, 8, 7, 19], multiarmed bandits [5, 6], and branching bandits [10, 22], which encompass all the previous models.

The traditional linear holding costs assumption, however, may appear unrealistic in practice, as argued in [20]. Research on scheduling models that incorporate nonlinear delay costs, though, is much scarcer. In the few studies along those lines, researchers typically incorporate holding costs as delay cost functions on job flowtimes. Thus adopting a view of delay costs based on individual jobs. See, e.g., [14, 21, 20].

In contrast, we shall consider in this paper explicit nonlinear holding cost rates based on the congestion level from each class, which corresponds to a system-wide view of congestion costs.

In fact, it has been argued in [17, 15] that the search for optimal priority index rules under nonlinear delay objectives is doomed to failure, as (see [15])

there are exactly two classes of delay cost functions for which policies that are determined by time-invariant priority indices are capable of producing optimal sequences: linear delay costs and discounted linear delay costs. We consider index-based policies that allow dynamic recalculation of priority indices and show that this class does not enlarge the set of delay cost functions for which index-based rules can produce optimal policies.

Such negative result, however, is tailored to the case where congestion costs are incorporated as delay cost functions, and not, as we do in this paper, as nonlinear holding cost rates.
on congestion levels: for the latter case we shall present in what follows an optimal dynamic priority index rule, where the indices depend both on a job’s class and on the number of jobs present in that class.

Problem description and formulation

We next describe the model of concern in this paper. A single machine is available to process jobs belonging to $n$ classes, labeled $i \in N = \{1, \ldots, n\}$. Class $i$ jobs are described as follows.

**Processing time**: the processing time of a class $i$ job is modeled as a random variable $\xi_i > 0$ with mean $p_i = E[\xi_i]$, variance $\sigma_i^2 = Var[\xi_i] < \infty$, and Laplace transform $\phi_i(\alpha) = E[e^{-\alpha \xi_i}]$. We assume the processing times of different jobs to be independent.

**Holding cost**: they incur holding costs at a rate of $C_{(i,m_i)} \geq 0$ units per unit time when there are $m_i$ such jobs in system (waiting or being processed), with $C_{(i,0)} = 0$. Costs are continuously discounted in time by factor $\alpha \geq 0$ (with $\alpha = 0$ corresponding to the undiscounted case).

**Initial number**: there are initially $m_i^0 \geq 1$ class $i$ jobs in the system.

The problem of concern is to find a scheduling policy, prescribing how to sequence the jobs for processing, within the class of admissible policies, consisting of all nonanticipative (decisions cannot be based on future information, such as the remaining processing time of unfinished jobs), nonpreemptive (processing of a job, once started, proceeds uninterruptedly to completion), and nondelaying (the machine cannot stop working while there are jobs available) policies, denoted by $U$, that minimizes the total expected (discounted or undiscounted) holding cost incurred to process all jobs. Note that the classical Smith’s model corresponds to the special linear undiscounted case where $C_{(i,m_i)} = C_i m_i$.

Here we shall assume instead that holding cost rates are general separable, nondecreasing and convex functions on the number of jobs in each class, as stated next. Let us write the corresponding marginal costs rates as

$$\Delta C_{(i,m_i)} = C_{(i,m_i)} - C_{(i,m_i-1)}, \quad m_i \geq 1, \ i \in N.$$  

**Assumption 1** The holding cost rates for each job class $i \in N$ are nondecreasing and convex: for $m_i \geq 1$,

1. $\Delta C_{(i,m_i)} \geq 0$;
2. $\Delta C_{(i,m_i)} \geq \Delta C_{(i,m_{i-1})}$.

In order to formulate the problem we associate to each scheduling policy $u \in U$, job class $i \in N$, number of class $i$ jobs in system $1 \leq m_i \leq m_i^0$, and discount factor $\alpha \geq 0$, a performance measure $x_{(i,m_i)}^{u,\alpha}$, defined as the total expected $\alpha$-discounted time that there are
Let $L_i(t)$ denote the number of class $i$ jobs in system at time $t$, we can express $x_{i,m_i}^{u,\alpha}$ as

$$x_{i,m_i}^{u,\alpha} = E_u \left[ \int_0^\infty \left\{ L_i(t) = m_i \right\} e^{-at} \, dt \right], \quad (i,m_i) \in \hat{N},$$

(1)

where $\hat{N}$ denotes the set of extended job classes defined by

$$\hat{N} = \{(i,m_i) : i \in N, 1 \leq m_i \leq m_i^0\}$$

(2)

The scheduling problem of concern is thus formulated as

$$Z_{\text{OPT},\alpha} = \min_{u \in \mathcal{U}} \sum_{(i,m_i) \in \hat{N}} C_{i,m_i} x_{i,m_i}^{u,\alpha},$$

(3)

Note in (3) that the introduction of performance measures $x_{i,m_i}^{u,\alpha}$ allows us to incorporate the given nonlinear holding costs $C_{i,m_i}$ into a linear performance objective. This fact will play a central role in our solution approach, based on constructing and solving a linear programming (LP) formulation of problem (3).

**LP formulation and optimal index rule**

We next state our two main results in the paper.

1. **LP formulation.** We present an LP formulation for problem (3), as follows. Let us define a family of extended class subsets $\mathcal{F} \subset 2^{\hat{N}}$ by

$$\mathcal{F} = \{ S = \cup_{i \in N} S_i : S_i \in \mathcal{F}_i, i \in N \},$$

(4)

where

$$\mathcal{F}_i = \{\emptyset\} \cup \\{(i,k_i), \ldots, (i,m_i^0)\}, 1 \leq k_i \leq m_i^0\}, \quad i \in N.$$  

(5)

The LP formulation takes the form

$$Z_{\text{LP},\alpha} = \min \sum_{(i,m_i) \in \hat{N}} C_{i,m_i} x_{i,m_i}$$

subject to

$$\sum_{(i,m_i) \in S} A_{i,m_i}^{S,\alpha} x_{i,m_i} \geq b_0(S), \quad S \in \mathcal{F} \setminus \{\hat{N}\}$$

$$\sum_{(i,m_i) \in \hat{N}} A_{i,m_i}^{\hat{N},\alpha} x_{i,m_i} = b_0(\hat{N})$$

$$x_{i,m_i} \geq 0, \quad (i,m_i) \in \hat{N}.$$
where the $A_{[i,m_i]}^{S_a}$'s (resp. $b_i(S)$'s) are positive (resp. nonnegative) coefficients. Problem (6) is a special type of the LPs over certain greedoid (cf. [9]) polyhedra introduced and investigated in [11, 12]. For arbitrary cost coefficients $C_{[i,m_i]}$, (6) is only an LP relaxation of scheduling problem (3); we shall show that the performance measures $x_{[i,m_i]}^{u,a}$ achieved by admissible policies $u$ satisfy the constraints of LP (6), so that $Z_{LP,a} \leq Z_{OPT,a}$. We shall further establish that, under the admissible cost coefficients that satisfy Assumption 1, (6) is an exact LP formulation of (3), in that $Z_{LP,a} = Z_{OPT,a}$. Exploiting this fact leads to our next result.

(2) Optimal dynamic index rule. We define for each extended job class $(i,m_i) \in \hat{N}$ an index $\gamma_{(i,m_i)}^0$, and establish that it is optimal for scheduling problem (3) to sequence the jobs by giving higher priority to jobs whose current extended class has larger index. In the undiscounted case $\alpha = 0$ the index is

$$\gamma_{(i,m_i)}^0 = \frac{\Delta C_{[i,m_i]}}{p_i}.$$ 

Note that in the classical case where $C_{[i,m_i]} = C_i m_i$ the above index reduces to Smith's: $\gamma_{(i,m_i)}^0 = C_i / p_i$. In the discounted case, the index is

$$\gamma_{(i,m_i)}^\alpha = \frac{E \left[ e^{-\alpha \xi} \right] \Delta C_{[i,m_i]}}{E \left[ \int_0^\xi e^{-\alpha t} dt \right]} = \frac{\alpha \phi_i(\alpha) \Delta C_{[i,m_i]}}{1 - \phi_i(\alpha)}, \quad (i,m_i) \in \hat{N}.$$ 

It is clear from the above expressions that the index $\gamma_{(i,m_i)}^\alpha$ has the following economic interpretation: index $\gamma_{(i,m_i)}^\alpha$ is the marginal expected (discounted) holding cost rate reduction per unit of expected (discounted) processing time corresponding to processing a class $i$ job when there are $m_i$ such jobs in system.

Note further that the resulting dynamic index policy has a dynamic threshold structure: if the current index $\gamma_{(i,m_i)}^\alpha$ is the larger, the machine should continue processing class $i$ jobs until their number in system falls below a certain threshold level (determined by all current indices), at which time processing switches to another class.

Solution approach via partial conservation laws: background and outline

Our approach to the solution of problem (3) by an index rule is based on obtaining an LP relaxation with strong structural properties, which is exact under the conditions on holding costs given in Assumption 1. Such LP relaxation results from the satisfaction by performance measures $x_{[i,m_i]}^{u,a}$ of a family of partial conservation laws (PCL). To better grasp and put the PCL in context, we next briefly survey the use of conservation laws in the LP formulation and solution by index rules of scheduling problems.

In short, the classical results mentioned above on the optimality of index rules for single machine scheduling have later been shown to result from the strong structural properties of the underlying system’s achievable performance region, (i.e., the convex hull of performance
vectors achievable under admissible policies $u \in U$; cf. [1, 3]): this is a polytope with special structure (an (extended) polymatroid), whose constraints formulate work conservation laws, and whose vertices are achieved by priority-index rules.

To illustrate, the simplest example is again Smith’s [18] classical model. Associate with each class $i$ and scheduling policy $u$ a performance measure $x_i^u$, representing the sum of completion times of class $i$ jobs under that policy. Then, as established by Queyranne in [13], the achievable region corresponding to performance vector $x^u = (x_i^u)_{i \in N}$ is a polytope in $\mathbb{R}^n_+$ of the form

$$\sum_{i \in S} p_i x_i \geq b(S), \quad S \in 2^N \setminus \{N\} \quad (7)$$

$$\sum_{i \in N} p_i x_i = b(N) \quad (8)$$

The constraints (7) and (8) formulate simple work conservation relations. Equality is achieved in (7) under any policy that gives higher priority to classes in $S$. The resulting (scaled) polytope is a polymatroid: the well-known optimality of the greedy algorithm for LP over polymatroids (cf. [4]) thus explains the optimality of Smith’s index rule for the scheduling problem.

A more comprehensive framework, based on the concept of generalized conservation laws (GCL), was introduced in [1] and shown to provide a unifying account of the optimality of index rules in the classical scheduling models mentioned above [18, 16, 2, 8, 7, 19, 5, 6, 10, 22]: under GCL, the achievable region is a polytope in $\mathbb{R}^n_+$ described by constraints of the form

$$\sum_{i \in S} A_i^S x_i \geq b(S), \quad S \in 2^N \setminus \{N\} \quad (9)$$

$$\sum_{i \in N} A_i^N x_i = b(N), \quad (10)$$

where $A_i^S > 0$ for all $i \in N$, $S \in 2^N$, which define an extended polymatroid. Equality is achieved in (9) by any policy that gives priority to classes in $S$. An LP over such polyhedra is solved in $n$ steps by Klimov’s [8] adaptive-greedy algorithm, which computes a set of optimal priority indices for a linear performance objective ($\min \sum_i C_i x_i$).

For certain models, however, such as the one of concern in this paper (cf. (3)), establishing the optimality of index rules under arbitrary linear objectives (complete indexability) appears as too strong a requirement. The relevant concern is instead to establish the optimality of a family of index rules with special structure under a range of admissible linear objectives (partial indexability). The concept of PCL, introduced in [11] and further developed in [12], is an extension of GCL that provides a framework for establishing such partial indexability property. In short, PCL are obtained by relaxing the requirement in the GCL that inequality (9) holds for all class subsets $S \in 2^N \setminus \{N\}$, and requiring instead that it holds for $S \in \mathcal{F} \setminus \{N\}$, where $\mathcal{F} \subseteq 2^N$ is an appropriate family of feasible class subsets that may receive higher priority. The resulting polytope is a form of greedoid polyhedron with strong
structural and algorithmic properties, which we introduced and investigated extensively in [11, 12]. We called in [11] PCL-indexable the class of scheduling problems which are solved optimally by priority index policies due to the satisfaction of PCL.

Structure of the paper

The rest of the paper is structured as follows. In section 2 we review the PCL framework, in a form adapted to the model under study. In section 3 we establish that the system performance measures $x_{i,m_i}^{u,\alpha}$ satisfy PCL corresponding to the family of feasible extended class subsets $\mathcal{F}$ defined in (4). In section 4 we characterize the range of admissible costs under which the scheduling problem is PCL-indexable as those costs satisfying Assumption 1, and derive the resulting optimal priority indices $\gamma_{(i,m_i)}^\alpha$.

2 Partial conservation laws

In this section we review the PCL framework outlined above, which we introduced in [11] and further developed in [12]. Consider a general dynamic and (optionally) stochastic service system catering to a finite set $N$ of $n < \infty$ job classes. Service resources (e.g., servers) are to be allocated over time to jobs vying for their attention, on the basis of a scheduling policy $u$, which belongs in a space $\mathcal{U}$ of admissible policies. The performance of policy $u \in \mathcal{U}$ over job class $i \in N$ is given by performance measure $x_i^u \geq 0$, which we assume to be an expectation. We denote by $x^u = (x_i^u)_{i \in N}$ the corresponding performance vector. We further assume the system admits a consistent notion of service priority among classes: to each full ordered string $\pi = (\pi_1, \ldots, \pi_n)$ of $N$, which spans all the classes, is associated a corresponding $\pi$-priority policy, which assigns higher priority to class $\pi_i$ over class $\pi_j$ if $i < j$, so that class $\pi_1$ has top priority. We refer to all such policies as priority policies. We further say that a policy gives priority to classes in a subset $S \subseteq N$ (S-jobs) if it gives priority to each class $i \in S$ over each class $j \in S^c = N \setminus S$.

Consider now, for a given cost vector $C = (C_i)_{i \in N} \in \mathbb{R}^n$, the optimal scheduling problem

$$Z^{\text{OPT}}(C) = \min \left\{ \sum_{i \in N} C_i \ x_i^u : u \in \mathcal{U} \right\},$$

which involves finding an admissible scheduling policy that minimizes the linear performance objective in (11), and computing the corresponding optimum value $Z^{\text{OPT}}(C)$.

A wide variety of scheduling problems fitting formulation (11) possess the following structural property, which we call complete indexability: to each cost vector $C \in \mathbb{R}^n$ there corresponds an index vector $\gamma(C) = (\gamma_i(C))_{i \in N}$ such that the corresponding priority-index policy (which gives higher priority to classes with larger indices) is optimal for problem (11). A general framework providing a sufficient condition for problem (11) to be completely indexable was presented in [1]: satisfaction by performance vector $x^n$ of generalized conservation
laws (GCL) implies complete indexability; furthermore, under GCL the optimal indices can be efficiently computed through an \( n \)-step adaptive-greedy algorithm due to Klimov [8]. In [11] we called \( PCL \)-indexable the scheduling problems that satisfy PCL.

In other scheduling models, such as the one of concern in this paper, complete indexability appears as too strong a requirement: the relevant concern is instead to establish the optimality of a given family of priority policies with special structure under a limited range of admissible linear performance objectives. If such is the case, then there exists an optimal vector of priority indices \( \gamma(C) \), yet it is defined only over a domain \( D \subseteq \mathbb{R}^n \) of admissible costs \( C \), which further yields priorities having the required structure. We call such property \textit{partial indexability}.

We review next the general framework for establishing partial indexability we introduced in [11], based on the satisfaction by performance measures of a relaxed version of the GCL, which we call \textit{partial conservation laws (PCL)}.

We shall represent a given family of priority policies with special structure by a set system \((N, \mathcal{F})\) defined over the ground set \( N \) of classes, so that \( \mathcal{F} \subseteq 2^N \) is the family of feasible class subsets that may be assigned higher priority under the given policy family.

**Definition 1 (\( \mathcal{F} \)-policies)** We say that a priority policy \( \pi = (\pi_1, \ldots, \pi_n) \) is an \( \mathcal{F} \)-policy, and write \( \pi \in \mathcal{F} \), if

\[
\{\pi_1, \ldots, \pi_k\} \in \mathcal{F}, \quad 1 \leq k \leq n.
\]

Note that under Assumption 1 set system \((N, \mathcal{F})\) is a special type of \textit{gredoid} (cf. [9]). It will be convenient to consider further the complementary family \( \mathcal{F}^c = \{S^c : S \in \mathcal{F}\} \) of job class subsets that may receive lower priority, where we write \( S^c = N \setminus S \). We impose on set system \((N, \mathcal{F})\) the requirements stated next, which are motivated by algorithmic considerations.

**Assumption 2** Set system \((N, \mathcal{F})\) satisfies the following conditions:

(i) **Accessibility:** if \( \emptyset \neq S \in \mathcal{F} \) then there exists \( i \in S \) such that \( S \setminus \{i\} \in \mathcal{F} \);

(ii) **Augmentability:** if \( N \neq S \in \mathcal{F} \) then there exists \( i \in S^c \) such that \( S \cup \{i\} \in \mathcal{F} \).

Note that under Assumption 2 set system \((N, \mathcal{F})\) is a \textit{gredoid} (cf. [9]). Furthermore, if \((N, \mathcal{F})\) satisfies Assumption 2 then so does its complementary set system \((N, \mathcal{F}^c)\), and it follows that \( \emptyset \) and \( N \) are members of both \( \mathcal{F} \) and \( \mathcal{F}^c \).

**Definition 1 (Partial conservation laws (PCL))** Performance vector \( x(u) \) satisfies \textit{partial conservation laws} with respect to the family of \( \mathcal{F} \)-policies if there exist coefficients \( A_i^S > 0 \) for \( i \in S \) and \( S \in \mathcal{F} \) such that, letting

\[
b(S) = \inf \left\{ \sum_{i \in S} A_i^S x_i(u) : u \in \mathcal{U} \right\}, \quad S \in \mathcal{F},
\]
the following identities hold: for $S \in \mathcal{F} \setminus \{N\},$
\[
\sum_{i \in S} A_i^S x_i^u = b(S), \quad \text{under any } \mathcal{F}\text{-policy } u \text{ giving priority to } S\text{-jobs};
\] (12)
and, for $S = N,$
\[
\sum_{i \in N} A_i^N x_i^u = b(N), \quad \text{under any policy } u \in \mathcal{U}.
\] (13)

Note that the GCL in [1] correspond to the special case of the PCL above where $\mathcal{F} = 2^N.$ For a scheduling problem that satisfies the PCL in Definition 1, consider the LP problem
\[
Z^{LP}(\mathbf{C}) = \min \sum_{i \in N} C_i x_i
\]
subject to
\[
y^S : \sum_{i \in S} A_i^S x_i \geq b(S), \quad S \in \mathcal{F} \setminus \{N\}
\]
\[
y^N : \sum_{i \in N} A_i^N x_i = b(N)
\]
\[
x_i \geq 0, \quad i \in N,
\]
where we have attached to each constraint a corresponding dual variable $y^S.$ For each cost vector $\mathbf{C} \in \mathbb{R}^n$, the PCL imply that problem (14) is an LP relaxation of scheduling problem (11), so that $Z^{LP}(\mathbf{C}) \leq Z^{OPT}(\mathbf{C}).$ We shall identify next a range of cost vectors $\mathbf{C}$ for which (14) is an exact LP formulation of problem (11), in that $Z^{LP}(\mathbf{C}) = Z^{OPT}(\mathbf{C}).$

The region $\mathcal{D}(\mathcal{F}) \subseteq \mathbb{R}^n$ of $\mathcal{F}$-admissible costs is defined in terms of the adaptive-greedy algorithm $AG(-|\mathcal{F})$ described in Figure 1. This algorithm takes as input a cost vector $\mathbf{C},$ and produces as output a triple: a boolean variable $\text{ADMISSIBLE} \in \{\text{YES}, \text{NO}\};$ an index vector $\gamma = (\gamma_i)_{i \in N};$ and a full ordered string $\pi = (\pi_1, \ldots, \pi_n)$ of $N.$ We thus define the $\mathcal{F}$-admissible cost region $\mathcal{D}(\mathcal{F})$ as the domain of algorithm $AG(-|\mathcal{F}).$ That is, as the set of input cost vectors $\mathbf{C}$ for which the algorithm returns an output having $\text{ADMISSIBLE} = \text{YES}.$

The admissibility test carried out by the algorithm is
\[
\gamma_{\pi_1} \geq \cdots \geq \gamma_{\pi_n}.
\] (15)

Note that in the special GCL case $\mathcal{D}(2^N) = \mathbb{R}^n,$ and hence all costs are then admissible.

The next definition draws on the notion of PCL to define a class of scheduling problems that, as stated in Theorem 1 below, are partially indexable.

**Definition 2 (PCL/GCL-indexability)** Scheduling problem (11) is said to be $\text{PCL-indexable}$ with respect to the family of $\mathcal{F}$-policies if
(i) it satisfies PCL with respect to $\mathcal{F}$-policies; and
(ii) cost vector $\mathbf{C}$ is $\mathcal{F}$-admissible: $\mathbf{C} \in \mathcal{D}(\mathcal{F}).$
If (i) holds with $\mathcal{F} = 2^N$ we say the problem is $\text{GCL-indexable}.$

10
ADAPTIVE-GREEDY ALGORITHM AG(\{F\})

Input: C = (C_i)_{i \in N}

Output: (ADMISSIBLE \in \{YES, NO\}, \gamma = (\gamma_i)_{i \in N}, \pi = (\pi_1, \ldots, \pi_n) \in F)

Initialization: let \( \bar{y}^N := \min \left\{ \frac{C_i}{A_i} : i \in N, N \setminus \{i\} \in F \right\} \)
choose \( \pi_n \in N \) attaining the minimum above
let \( \gamma_{\pi_n} := \bar{y}^N \)
let \( S_n := N \)

Loop: for \( k = 0 \) to \( n - 2 \) do
begin
let \( S_{n-k-1} := S_{n-k} \setminus \{\pi_{n-k}\} \)
let \( \bar{y}^{S_{n-k-1}} := \min \left\{ \frac{C_i - \sum_{j=0}^{k} A_j^{S_{n-j}} \bar{y}^{S_{n-j}}}{A_{i}^{S_{n-k-1}}} : i \in S_{n-k-1}, S_{n-k-1} \setminus \{i\} \in F \right\} \)
choose \( \pi_{n-k-1} \in S_{n-k-1} \) attaining the minimum above
let \( \gamma_{\pi_{n-k-1}} := \gamma_{\pi_{n-k}} + \bar{y}^{S_{n-k-1}} \)
end for

Cost admissibility test: if \( \gamma_{\pi_1} \geq \gamma_{\pi_2} \geq \cdots \geq \gamma_{\pi_n} \) then \( \text{ADMISSIBLE} := \text{YES} \)
else \( \text{ADMISSIBLE} := \text{NO} \)

Figure 1: Adaptive-greedy algorithm AG(\{F\}).
The next result shows that PCL-indexable problems are indeed indexable. Let the output of adaptive-greedy algorithm \( \text{AG}(\cdot | \mathcal{F}) \) corresponding to input \( \mathcal{C} \) be given by the triple \(( \text{ADMISSIBLE}, \gamma, \pi)\).

**Theorem 1 (Indexability under PCL)** Assume problem (11) is PCL-indexable with respect to the family of \( \mathcal{F} \)-policies. Then, the problem is solved optimally by any \( \mathcal{F} \)-policy that gives higher priority to class \( i \) over class \( j \) if \( \gamma_i \geq \gamma_j \), for \( i, j \in \mathbb{N} \).

Note that in the special case where \( \mathcal{F} = 2^N \), algorithm \( \text{AG}(\cdot | \mathcal{F}) \) reduces to the well-known adaptive-greedy algorithm due to Klimov [8], and Theorem 1 then yields the optimality of priority-index policies under arbitrary linear objectives, as established in the GCL framework (cf. [1]).

The proof of Theorem 1 is provided in [11, 12], but we review here its main point. We showed in those papers that the above output of the adaptive-greedy algorithm satisfies the following properties:

1. **Objective decomposition:** The performance objective decomposes as follows. Let 
   \[
   S_k = \{\pi_{n-k+1}, \ldots, \pi_n\}, \text{ for } 1 \leq k \leq n.
   \]
   \[
   \sum_{i \in \mathbb{N}} C_i x^N_i = \gamma_{\pi_n} \sum_{i \in \mathbb{N}} A_i x^N_i + \left( \gamma_{\pi_{n-k}} - \gamma_{\pi_{n-k+1}} \right) \sum_{k=1}^{n-1} \sum_{i \in S_{n-k}} A_i^{S_k} x^N_i. \tag{16}
   \]

2. **Optimal dual solution:** Under cost admissibility condition (15), an optimal dual solution to LP problem (14) is obtained by setting 
   \( y^N = \gamma_{\pi_n}, \ y^{S_k} = \gamma_{\pi_{n-k}} - \gamma_{\pi_{n-k+1}}, \text{ for } 1 \leq k \leq n - 1 \). See Figure 1.

3. **Optimal priority policy:** Under cost admissibility condition (15), satisfaction of the PCL in Definition 1, combined with identity (16), yields directly the result in Theorem 1.

Figure 2 illustrates the inclusion relations between different types of scheduling problems that results from the introduction of the classes of PCL-indexable and GCL-indexable problems.

### 2.1 Project scheduling and index decomposition

It was shown in [1] that in the GCL framework \((\mathcal{F} = 2^N \text{ above})\) a stronger index decomposition property holds under appropriate conditions. That property explains that in some scheduling models with multiple projects, such as classical multiarmed bandits, the priority indices are defined in terms of individual projects. An analogous index decomposition property holds in the PCL framework, as we showed in [11, 12], and review next. Consider the special case of the general model above which corresponds to the problem of scheduling a collection of \( m \) projects, where project \( k \) has state space \( N_k \), for \( 1 \leq k \leq m \). Assume the project state
Figure 2: Classification of scheduling problems.

spaces are disjoint, and consider the aggregate state space \( N = \bigcup_{k=1}^{m} N_k \). Note that in this setting, project states play the role of job classes in the general framework above. Suppose it can be established that a performance vector \( \mathbf{x}^u = (x_i^u)_{i \in N} \) for the system satisfies PCL with respect to the family of \( \mathcal{F} \)-policies, with parameters \( A_i^S \). Let

\[
\mathcal{F}_k = \{ S \in \mathcal{F} : S \subseteq N_k \} \quad \text{and} \quad \mathcal{F}_k^c = \{ S \in 2^{N_k} : N_k \setminus S \in \mathcal{F}_k \}, \quad 1 \leq k \leq m,
\]

and suppose the conditions given next hold.

**Assumption 3** For \( 1 \leq k \leq m \),

(i) \( \mathcal{F}_k = \{ S \cap N_k : S \in \mathcal{F} \} \);

(ii) set system \( (N_k, \mathcal{F}_k) \) satisfies Assumption 2;

(iii) \( A_i^{S \cap N_k} = A_i^S, \quad i \in S \cap N_k, S \in \mathcal{F} \).

Let \((\text{ADMISSIBLE}_k, \gamma^k, \pi^k)\) be the output of algorithm \( \text{AG}(\cdot|\mathcal{F}_k) \) on input \( \mathbf{C}^k = (C_i)_{i \in N_k} \), for \( 1 \leq k \leq m \), and let \((\text{ADMISSIBLE}, \gamma, \pi)\) be the output of algorithm \( \text{AG}(\cdot|\mathcal{F}) \) on input \( \mathbf{C} = (C_i)_{i \in N} \).

**Theorem 2 (Index decomposition)** Under Assumption (3),

(a) \( \text{ADMISSIBLE} = \text{YES} \) if and only if \( \text{ADMISSIBLE}_k = \text{YES} \) for \( 1 \leq k \leq m \).

If \( \text{ADMISSIBLE} = \text{YES} \), then

(b) \( \gamma_i = \gamma_i^k \), for \( 1 \leq k \leq m \); and

(c) it is optimal to give higher priority to projects with larger indices.
3 Derivation of PCL

In this section we establish that system performance measures \( x_{i,m_i}^{\tau_0} \) (cf. (1)) satisfy PCL with respect to the family of feasible extended class subsets \( \mathcal{F} \subset 2^\hat{N} \) defined in (4), where \( \hat{N} \) is the set of extended job classes \((i, m_i)\) (cf. (2)).

We start by introducing the random variables given next, which describe the system evolution. Let \( S = \bigcup_{i \in N} S_i \in \mathcal{F} \), with the nonempty \( S_i \)’s being given by

\[
S_i = \{(i, k_i), \ldots, (i, m_i^0)\}.
\]

\( t_{i,m_i} \) = time at which processing of the \( m_i \)th class \( i \) job (starting from the 1st in line) starts;

\( \xi_{i,m_i} \) = processing time of the \( m_i \)th class \( i \) job;

\( W(t) \) = system workload (total remaining processing time) at time \( t \);

\( W_{i,m_i}(t) \) = workload component at time \( t \) due to the \( m_i \)th class \( i \) job;

\( W_S(t) \) = workload due to class \( i \) jobs in positions \( k_i \) up to \( m_i^0 \) \( (S\text{-workload}) \) at time \( t \); that is, \( W_S(t) = \sum_{(i,m_i) \in S} W_{i,m_i}(t) \). Note \( W_N(t) = W(t) \).

\( T = \) finishing time of all jobs (or, equivalently, sum of the processing time of all jobs).

\( T_S = W_S(0) \). Note \( T_N = T \).

The nonnulling assumption on admissible scheduling policies \( u \in \mathcal{U} \) clearly implies that \( T \) is policy-invariant, having expected value

\[
E[T] = \sum_{i \in N} m_i^0 p_i.
\]

Furthermore, by independence of the job processing times, its variance is given by

\[
Var[T] = \sum_{i \in N} m_i^0 \sigma_i^2,
\]

and its Laplace transform \( \phi_T(\alpha) \) is

\[
\phi_T(\alpha) = E[e^{-\alpha T}] = \prod_{i \in N} \phi_{i}^{m_i^0} (\alpha).
\]

Similarly, for each feasible expanded class set \( S = \bigcup_{i \in N} S_i \in \mathcal{F} \), with each \( S_i \in \mathcal{F}_i \) (see (5)) we have the following. Under policies \( u \in \mathcal{U} \) that gives higher priority to expanded classes in \( S \), \( T_S \) is invariant, having expected value (\(|S_i|\) denotes the cardinality of set \( S_i \))

\[
E[T_S] = \sum_{i \in N} |S_i| p_i,
\]
variance
\[ \text{Var}[T_S] = \sum_{i \in N} |S_i| \sigma_i^2, \]

and Laplace transform
\[ \phi_{T_S}(\alpha) = E \left[ e^{-\alpha T_S} \right] = \prod_{i \in N} \phi_i^{\{S_i]\}(\alpha). \]

Note further that, for \(1 \leq m_i \leq m_i^0 - 1,\)
\[
x^{u,\alpha}_{(i,m_i)} = E_u \left[ \int_{0}^{t_{(i,m_i)} + \xi_{(i,m_i)}} e^{-\alpha t} dt \right]
= \left\{ \begin{array}{ll}
\frac{1}{\alpha} \phi_i^1(\alpha) \left( E_u \left[ e^{-\alpha t_{(i,m_i+1)}} \right] - E_u \left[ e^{-\alpha t_{(i,m_i)}} \right] \right) & \text{if } \alpha > 0; \\
E_u \left[ t_{(i,m_i)} \right] & \text{if } \alpha = 0.
\end{array} \right.
\]

Furthermore,
\[
x^{u,\alpha}_{(i,m_i^0)} = E_u \left[ \int_{0}^{t_{(i,m_i^0)} + \xi_{(i,m_i^0)}} e^{-\alpha t} dt \right] = \left\{ \begin{array}{ll}
\frac{1}{\alpha} - \frac{1}{\alpha} \phi_i^1(\alpha) E_u \left[ e^{-\alpha t_{(i,m_i^0)}} \right] & \text{if } \alpha > 0; \\
E_u \left[ t_{(i,m_i^0)} \right] + p_i & \text{if } \alpha = 0.
\end{array} \right.
\]

It follows that
\[
\sum_{k_i=m_i}^{m_i^0} x^{u,\alpha}_{(i,m_i)} = \left\{ \begin{array}{ll}
\frac{1}{\alpha} - \frac{1}{\alpha} \phi_i^1(\alpha) E_u \left[ e^{-\alpha t_{(i,m_i)}} \right] & \text{if } \alpha > 0; \\
E_u \left[ t_{(i,m_i)} \right] + p_i & \text{if } \alpha = 0.
\end{array} \right. \quad (17)
\]

For each feasible set of the form \(S = \cup_{i \in N} S_i \in \mathcal{F},\) with
\[ S_i = \{(i,k_i), \ldots, (i,m_i^0)\} \in \mathcal{F}_i, \quad i \in N, \]
let us write
\[
A_{S_{(i,m_i)}}^S = A_{(i,m_i)}^S, \quad (18)
\]
where
\[
A_{S_{(i,m_i)}}^{u,\alpha} = \left\{ \begin{array}{ll}
(m_i - k_i + 1) \frac{1 - \phi_i(\alpha)}{\alpha \phi_i^1(\alpha)} & \text{if } \alpha > 0; \\
(m_i - k_i + 1) p_i & \text{if } \alpha = 0.
\end{array} \right. \quad (19)
\]
Let us further define, for \(\alpha > 0,\)
\[
b_\alpha(S) = \sum_{i \in N} |S_i| \frac{1}{2} \frac{1 - \phi_i(\alpha)}{\alpha^2 \phi_i^1(\alpha)} - \frac{1}{\alpha^2} (1 - \phi_{T_S}(\alpha))
\]
and, for \(\alpha = 0,\)
\[
b(S) = \frac{1}{2} \sum_{i \in N} |S_i| p_i^2 + \frac{1}{2} \left( \sum_{i \in N} |S_i| p_i \right)^2.
\]

Note that
\[
b_\alpha(\hat{N}) = \frac{1}{2} \sum_{i \in N} m_i^0 p_i^2 + \frac{1}{2} \left( \sum_{i \in N} m_i^0 p_i \right)^2.
\]
Figure 3: Sample path of workload component $W_S(t)$ and its lower bound $\bar{W}_S(t)$.

**Theorem 3 (PCL)** Performance measures $x^u_{(i,m_i)}$ satisfy the following PCL with respect to the family of $\mathcal{F}$-policies: under any policy $u \in \mathcal{U}$,

(a) for each feasible expanded class set $S \in \mathcal{F}$,

$$\sum_{(i,m_i) \in S} A^S_{(i,m_i)} x^u_{(i,m_i)} \geq b_\alpha(S), \quad (20)$$

with equality in (20) if the policy gives higher priority to expanded classes in $S$; and

(b)

$$\sum_{(i,m_i) \in \mathcal{N}} A^\mathcal{N}_{(i,m_i)} x^u_{(i,m_i)} = b_\alpha(\mathcal{N}). \quad (21)$$

**Proof**

(a) We start by proving the equality part. Let $S = \bigcup_{i \in \mathcal{N}} S_i \in \mathcal{F}$, with $S_i \in \mathcal{F}_i$. Write the nonempty $S_i$'s as $S_i = \{(i,k_i),\ldots,(i,m_i^0)\}$. Let $u \in \mathcal{U}$ be an admissible scheduling policy, and consider the corresponding $S$-workload sample path $\{W_S(t), 0 \leq t \leq T\}$. Now, the nonidleness assumption implies that such $S$-workload sample path is invariant under policies $u$ that give higher priority to $S$-jobs. Denote such invariant $S$-workload by $\bar{W}_S(t)$. Furthermore, it is clear that, under any other admissible policy $u$ it holds that

$$W_S(t) \geq \bar{W}_S(t), \quad 0 \leq t \leq T. \quad (22)$$

See Figure 3.
Therefore, the corresponding total discounted S-workload satisfies the inequality

\[
E_u \left[ \int_0^{T_S} W(t) \ e^{-\alpha t} dt \right] \geq E_u \left[ \int_0^{T_S} \overline{W}(t) \ e^{-\alpha t} dt \right] 
\]

\[
= E_u \left[ \int_0^{T_S} (T_S - t) \ e^{-\alpha t} dt \right] 
\]

\[
= \left\{ \begin{array}{ll}
\frac{1}{\alpha^2} \left( \alpha E[T_S] + E[e^{-\alpha T_S}] - 1 \right) & \text{if } \alpha > 0; \\
\frac{1}{2} E[T_S^2] & \text{if } \alpha = 0,
\end{array} \right.
\]

(23)

with equality being achieved in (24) under any admissible policy that gives higher priority to S-jobs.

We now reformulate the left hand side of (23) in terms of the \( x_{\mu}^{u0} \)'s. It is easily seen (cf. Figure 4) that

\[
E_u \left[ \int_0^{T_S} W_{\mu}(t) \ e^{-\alpha t} dt \right] = E_u \left[ \int_0^{t_{\mu}(m_i)} \xi_{(i,m_i)} e^{-\alpha t} dt + \int_{t_{\mu}(m_i)}^{t_{\mu}(m_i) + \xi_{(i,m_i)}} (t_{\mu}(m_i) + \xi_{(i,m_i)} - t) \ e^{-\alpha t} dt \right] 
\]

\[
= \left\{ \begin{array}{ll}
\frac{1}{\alpha} p_i - \frac{1}{\alpha^2} (1 - \phi_i(\alpha)) E_u \left[ e^{-\alpha t_{\mu}(m_i)} \right] & \text{if } \alpha > 0; \\
p_i E_u \left[ t_{\mu}(m_i) \right] + \frac{1}{2} \left( p_i^2 + \sigma_i^2 \right) & \text{if } \alpha = 0.
\end{array} \right.
\]

(25)
We can thus write

\[
E_u \left[ \int_0^T W_2(t) e^{-\alpha t} dt \right] = \sum_{(i,m_i) \in S} E_u \left[ \int_0^T W_{(i,m_i)}(t) e^{-\alpha t} dt \right]
\]

\[
= \begin{cases} 
\sum_{(i,m_i) \in S} p_i \alpha \left( 1 - \phi_i(\alpha) \right) E_u \left[ e^{-\alpha t_{(i,m_i)}} \right] & \text{if } \alpha > 0 \\
\sum_{(i,m_i) \in S} \left( p_i E_u \left[ t_{(i,m_i)} \right] + \frac{1}{2} \left( \sigma_i^2 + p_i^2 \right) \right) & \text{if } \alpha = 0 
\end{cases}
\]

\[
= \begin{cases} 
\sum_{(i,m_i) \in S} A_{i,m_i}^{S_i,\alpha} x_{i,m_i}^{u,\alpha} + \sum_{i \in N} \left| S_i \right| \left( \frac{1}{\alpha} p_i - \frac{1}{\alpha^2} \frac{1 - \phi_i(\alpha)}{\phi_i(\alpha)} \right) & \text{if } \alpha > 0 \\
\sum_{(i,m_i) \in S} A_{i,m_i}^{S_i,0} x_{i,m_i}^{u,0} + \sum_{i \in N} \left| S_i \right| \left( \frac{1}{\alpha^2} \sigma_i^2 - p_i^2 \right) & \text{if } \alpha = 0 
\end{cases}
\]  

(26)

Now, combining (24) and (26) yields, after straightforward simplification, the required result.

(b) This corresponds to the special case where \( S = \hat{N} \) in part (a). \( \square \)

Note that it follows directly from Theorem 3 that problem (6) is an LP relaxation of the scheduling problem (3). Furthermore, application of the PCL framework reviewed in Section 2 yields now the following results: satisfaction of the PCL in Theorem 3 implies that, under the range of admissible holding cost coefficients defined in Section 2,

(1) problem (6) is an exact LP formulation of the scheduling problem (in that their optimal values coincide); and

(2) there exist indices \( \gamma_{(i,m_i)}^0 \) defined for each expanded class, such that it is optimal for problem (3) to work at each time on a job whose current index \( \gamma_{(i,m_i)} \) (which depends on its expanded class) is larger.

Furthermore, in addition to satisfying PCL, we see that the conditions for the index decomposition property reviewed in Section 2.1 hold. The projects referred to in that section correspond naturally in the model under study to the original job classes \( i \in N \): the full expanded class set \( \hat{N} \) is thus partitioned into expanded class subsets

\[
\hat{N}_i = \{(i,m_i) : 1 \leq m_i \leq m_i^0 \} , \quad i \in N.
\]

It is then immediate to check that, taking the corresponding family of feasible expanded class sets \( \mathcal{F}_i \) for each class \( i \), defined in (5), and using (18), Assumption 3 holds. Therefore, Theorem 2 applies, and it follows that the indices \( \gamma_{(i,m_i)}^0 \) can be computed separately for each original class \( i \) (i.e., they are decomposable with respect to \( i \)).

4 Index computation and cost admissibility

As argued in the previous section, the indices \( \gamma_{(i,m_i)}^0 \) corresponding to the PCL in Theorem 3 are computed separately for each job class \( i \). Therefore (cf. Section 2.1), the indices \( \gamma_{(i,m_i)}^0 \) corresponding to a given class \( i \) are obtained by applying the adaptive-greedy algorithm AG(\( \mathcal{F}_i \)) on the input costs \( C_{(i,m_i)} \), for \( 1 \leq m_i \leq m_i^0 \). The resulting indices \( \gamma_{(i,m_i)}^0 \), as well as
the range of admissible costs defined by condition (15), under which the scheduling problem of concern is PCL-indexable with respect to the family of \( \mathcal{F} \)-policies (see Definition 2) are stated next.

**Theorem 4 (PCL-indexability)** Under Assumption 1 on cost coefficients, scheduling problem (3) is PCL-indexable with respect to the family of \( \mathcal{F} \)-policies. The optimal priority indices are as follows:

(a) in the discounted case,

\[ \gamma^\alpha(i, m_i) = \frac{\alpha \phi_i(\alpha)}{1 - \phi_i(\alpha)} \Delta C_{i, m_i}, \quad (i, m_i) \in \hat{N}; \]

(b) in the undiscounted case \( (\alpha = 0) \),

\[ \gamma^0(i, m_i) = \frac{\Delta C_{i, m_i}}{p_i}, \quad (i, m_i) \in \hat{N}. \]

**Proof**

(a) Application of algorithm AG\( (\cdot, \mathcal{F}_i) \) to input costs \( C_{i, m_i} \), for \( 1 \leq m_i \leq m^0_i \) yields a set of indices \( \gamma^\alpha(i, m_i) \) defined as follows:

\[ \gamma^\alpha(i, 1) = \frac{C_{i, 1}}{A\{i, 1\}_{A(i, 1)}}. \tag{27} \]

and

\[ \gamma^\alpha(i, m_i) = \gamma^\alpha(i, m_i-1) + \frac{C_{i, m_i} - \sum_{k_i=1}^{m_i-1} A\{(i, m_i)\}_{A(i, m_i)}}{A\{i, m_i\}_{A(i, m_i)}} \left( \gamma^\alpha(i, k_i) - \gamma^\alpha(i, k_i-1) \right), \quad 2 \leq m_i \leq m^0_i, \tag{28} \]

where we write (for notational convenience) \( \gamma^\alpha(i, 0) = 0 \). Now, straightforward algebraic simplification of (27) and (28) using (19) yields the expressions for the indices stated in parts (a) and (b) of the Theorem.

Furthermore, the general conditions (15) defining the range of admissible costs are, in this case,

\[ 0 \leq \gamma^\alpha(i, 1) \leq \cdots \leq \gamma^\alpha(i, m^0_i). \tag{29} \]

In light of the expressions in (a), (b) for the indices \( \gamma^\alpha(i, m_i) \), (29) is equivalent to

\[ 0 \leq \Delta C_{i, 1} \leq \cdots \leq \Delta C_{i, m^0_i}, \]

which completes the proof. \( \square \)
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