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Abstract. In cinema and TV it is quite usual to have to work with footage coming from several
cameras, which show noticeable color differences among them even if they are all the same model. 
In TV broadcasts, technicians work in camera control units so as to ensure color consistency when 
cutting from one camera to another. In cinema post-production, colorists need to manually color-
match images coming from different sources. Aiming to help perform this task automatically, the 
Academy Color Encoding System (ACES) introduced a color management framework to work within 
the same color space and be able to use different cameras and displays; however, the ACES 
pipeline requires to have the cameras characterized previously, and therefore does not allow to work 
‘in the wild’, a situation which is very common. We present a color stabilization method that, given 
two images of the same scene taken by two cameras with unknown settings and unknown internal 
parameter values, and encoded with unknown non-linear curves (logarithmic or gamma), is able to 
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correct the colors of one of the images making it look as if it was captured with the other camera. Our 
method is based on treating the in-camera color processing pipeline as a combination of a 3x3 matrix 
followed by a non-linearity, which allows us to model a color stabilization transformation among two 
shots as a linear-nonlinear function with several parameters. We find corresponding points between 
the two images, compute the error (color difference) over them, and determine the transformation 
parameters that minimize this error, all automatically without any user input. The method is fast and 
the results have no spurious colors or spatio-temporal artifacts of any kind. It outperforms the state of 
the art both visually and according to several metrics, and can handle very challenging real-life 
examples. 
Keywords. Color stabilization, color matching, non-linearity estimation, logarithmic encoded images, 
gamma corrected images.  
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Introduction 
This paper addresses the color stabilization problem given image pairs codified with any 
combination of non-linearities. In short, color stabilization can be defined as the situation where 
two pictures taken from the same scene differ in terms of color and where we need to match the 
colors of one of the images (that we call source image) to those of the other image (that we call 
reference image). These color differences are due to the use of different camera models (each 
camera sensor captures colors in different ways), or even when shooting with the same camera 
but using different settings (white balance, exposure time, aperture, etc.).  
Let us consider the generic color processing pipeline in regular digital cameras as proposed in 
[1],  

          
              

  
         (1) 

where            corresponds to a raw triplet read by the camera sensor,   is a       matrix 
containing information about white balance and color encoding, the power exponent      is the 
non-linearity (gamma correction) applied to the linear colored image, and           

  is the 
resulting pixel value (this is not the actual value produced as an output by the camera since 
there are other processes we are omitting, like quantization, contrast enhancement or 
compression, but it is a good enough approximation: for details see [2]). Cinema cameras allow 
the possibility to replace the power exponent with a logarithmic function, which in a general form 
(common to the most popular log-encoding methods) can be expressed as: 

          
                        

                (2) 

where the parameters         and    are constant real values (varying for different camera 
manufacturers and camera settings), and             ,     and            are defined as before. 
The idea of logarithmic encoding was firstly envisioned by Kodak in a format called Cineon Log 
in 1992 with the goal of better storing scanned film negatives data by using more bits for dark 
regions, similar to the fact that humans are more sensitive to differences in dim regions. In 
Figure 1 we present the graphs considering linear, logarithmic and gamma responses from 
normalized values. Notice the difference between the output ranges for dark values, the 
logarithmic curve allocating a wider range for them than with gamma correction; for instance, in 
the example in Figure 1, gamma encoding devotes roughly 35% of the range to the darkest 10% 
of linear intensity values, versus more than 70% of the range in the case of log-encoding. 
Summarizing, digital photo and video cameras using gamma correction or log-encoding 
represent the data in a manner that can be roughly approximated by Equation (1) or (2), 
respectively. Different camera sensors and camera settings produce different values for   , 
matrix A, and parameters {a,b,c,d}. 
In the industry, there exist several solutions for bringing consistency across shots. They 
normally involve very skilled manual work, done by colorists during color grading in movie post-
production and by technicians using camera control units (CCU) [3] in live TV broadcasts; 
require a proper characterization of the cameras used and their settings like with the ACES 
framework [4], or the presence of color-charts in the shots. 
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In academia, to the best of authors’ knowledge, except from a preliminary work of two of the 
authors of this paper [5], current color-matching solutions do not consider the very common 
cinema industry situation of logarithmic encoding, i.e. that of Equation (2).   
 
 

 
Figure 1. Linear response vs logarithmic and gamma response. The logarithmic curve (red) was 

defined as                            . The gamma curve (blue) was defined as  
 
    . 

 

Our main contribution in this work is to show how we can transform a log-encoded image (Eq. 2) 
into the form of a gamma-corrected image (Eq. 1). In this way, we can apply a successful color-
matching method  limited to work with only gamma-corrected images. Our method outperforms 
state-of-the-art color-matching methods, both quantitative and qualitatively. 

Related Work 
In image processing and computer vision research, it is a challenge to color match a pair of 
pictures (reference and source) which may or may not share some content. The aim of color 
transfer methods is to give the appearance/look of the reference image to the source image. A 
seminal work in color transfer was proposed by Reinhard et al. [6], where the pair of RGB 
images are first converted to a decorrelated color space and then some statistics from the 
reference (mean and variance) are transferred to the source. Pitié et al. [7] also focused on the 
statistics of the images, which guide the estimation of a color mapping transform through an 
iterative process. The method presented by Kotera [8] computes k-means for clustering the 
colors of the image in order to match the principal components of the clusters of the source to 
the reference by a matrix multiplication (rotation and scaling). Xiao and Ma [9] also worked with 
color statistics (mean and covariance), but unlike Reinhard’s method, the color space treated is 
not important. Nguyen et al. [10] presented a color transfer method that first applies color 
constancy to the input images, then it performs luminance matching, and finally the color 
gamuts are aligned by a linear transformation. Notice that [10] algorithm works for RAW input 
images in order to color match the linear RGB color spaces of different cameras (source and 
reference). In addition, it needs several images taken under different illuminants from both 
source and reference cameras. 
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Color stabilization can be understood as a constrained color transfer problem, where some 
regions or objects appear in both the reference and the source images. An example is the work 
of HaCohen et al. [11], who presented a method to compute dense correspondences between 
the images, combined with a global color mapping model. Vazquez-Corral and Bertalmío [2] 
proposed a color stabilization algorithm that consists of estimating a power law (γ value) for 
each of the images, and a single      matrix  , to color match the source image to the 
reference. It is built on the assumption that in digital cameras the color encoding can be 
expressed as a matrix multiplication followed by a power law (gamma correction), as expressed 
in Equation (1). We give some details on the method as it is the basis of the approach we 
introduce in this paper in the next section, but for more information we refer the reader to [2].  
To the best of the authors’ knowledge, there is only one color stabilization work that deals with 
logarithmic encoding images, that of Vazquez-Corral and Bertalmío [5]. The method relies on 
finding a sufficiently large number of achromatic matches among source and reference, which in 
some situations may be a challenging limitation. 

Background: Color stabilizing Rec. 709 
Let us introduce in more detail Vaquez-Corral and Bertalmío [2] method, since it is the building 
part of our new methodology. Given a reference image      and a source image     , let us 
consider a point p in the scene appearing in both images. This point produces the same 
irradiance triplet          (linear notation) in the sensor for both images, but in general appears 
in different locations (     and     ) and with different pixel values,                and 
              (non-linear notation), in the reference and the source. These different values can be 
written following Equation (1) as  
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Let us suppose we are able to estimate and undo the non-linear correction, therefore obtaining 
the linearized values for both images  
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Then, by linear algebra operations, we can isolate           in both equations, obtaining 

    
   

 
 
 
 
    

  
 
 
 
 
 

        
 
 
 
 
    

 (5) 

Combining Equations (4) with Equation (5) we can match the colors from the source to the 
reference image as,  
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 (6) 

From now on we define matrix   as                 . Therefore, Equation (6) presents 11 
unknowns (the 9 positions of the matrix   plus the two non-linearities). Fortunately, it is 
common to obtain a large enough number of pixel correspondences between images that share 
the same content, e.g. using SIFT [12]. Each correspondence will provide us with a different 
instance of Equation (6), and therefore we will end with an overdetermined system of equations, 
whose solution can be obtained via optimization. In particular the authors of [2] propose a 2-step 
minimization approach, obtaining in a first step the non-linearities and in a second step the 
matrix  .  
After finding   and the gamma-nonlinearities, the source image can be corrected with the 
following formula so that its colors match the reference: 

       
      

 
    

          (7) 

Methodology 
We propose a general color matching method that is able to deal with source and reference 
images regardless of their encoding non-linearity, be it gamma or log.  
Essentially, our method does the following:  
- given two input images, we apply a power 10 transform to the log-encoded image(s) so that 
both inputs adopt the form of regular gamma-corrected images; 
- on the gamma-corrected pair we apply the color stabilization method proposed in [2]; 
- finally, the power 10 transform is undone if necessary (i.e. if the original source image is log-
encoded). 

Power 10 function: from log-encoded image to gamma corrected image 
Given a logarithmic encoded image     , we apply to it a power 10 function obtaining 

                        

                       
 
     (8) 

Let us note that the parameter   usually gets small values, and that setting     does not 
change significantly the logarithmic curve (see Figure 2). Therefore, we neglect  , and Equation 
(8) becomes 

                          (9) 
where      

    . Please note the similarities between Equation (1) and Equation (9). By 
applying a power 10 function to the logarithmic encoded image, we have been able to obtain an 
image that behaves as a gamma corrected one.  
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Figure 2. Graph of 3 logarithmic encoded curves in three different colors: green, magenta and 
blue (continuous lines). In addition, the same logarithmic curves by setting b = 0 in their 
definitions (dashed lines). Note that the distance between the dashed and continuous lines from 
the same color is small. 
 
Color-matching: three cases 
There are three cases depending on the non-linearities of the input pair (two gamma corrected 
inputs, one gamma corrected and the other log-encoded, or two log-encoded inputs) and for all 
these cases we compute the set of correspondences between the images using SIFT [15] and 
consider the set of matching pairs (     ,     ) and their corresponding pixel values 
(              and               ) in both images. 

In the case that both inputs are log-encoded, we apply the power 10 function to both images 
and consider only the set of correspondences                  ,                   for applying the 
method [5]. Then, the transformed source can be color-matched to the transformed reference: 

           
       

    
           (10) 

The last step is to undo the transformation by applying the logarithm of base 10 to the left side 
of Equation (10). See Figure 3 for a diagram. 
If just one input is log-encoded, we apply the power 10 transform only to this image, perform the 
color-matching using the method in [2], and then undo the power 10 transform if the log-
encoded input is the source. 
If both inputs are gamma encoded then this case can directly be handled by [2]. 
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Figure 3. Flowchart for the proposed color stabilization given a pair log-encoded images. Given 
two log-encoded images,      and     , 1) we apply the power 10 function to the images, 
obtaining        and        , 2) we estimate the parameters               , 3) and undo the power 
10 function to the already color corrected image            

       
    

 by applying a logarithm 
base 10. As sketched in the upper part of the diagram, the estimation of the non-linearities and 
the matrix                is done in the following way: 1) find correspondences using SIFT [12], 
2) apply power 10 to the corresponding triplets intensity values from each image, and 3) 
estimate the parameters using method [2]. 

Results and Comparison 
In this section we compare our approach with five popular color matching methods, several of 
which are state of the art: Reinhard et al. [6], Kotera [8], Xiao and Ma [9], Pitié et al. [7], 
HaCohen et al. [11]. We want to emphasize that for the last mentioned color transfer method 
(Pitié et al. [7]), the last stage for reducing the grain is not applied. We present results from 
three different experiments, by considering distinct pairs of non-linear data: 1) two log-encoded 
images, 2) a log-encoded and a gamma corrected one, and 3) two gamma corrected inputs. We 
compute quantitative results as well as qualitative for the three experiments. 

Data and Ground Truth  
We have created a dataset and its corresponding ground truth (GT) to evaluate our approach in 
the following way. First, we captured in RAW mode using a Nikon D3100 camera model 20 
different pairs of images, where each pair represents the same scene under two different 
viewpoints. We then apply to each of the RAW images a random        color correction matrix, 
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followed by a random non-linearity (either using common log-encoding parameters or random   
values, depending on the performed experiment). In this way, we obtain a set of 20 reference 
and source images {         } from which we know exactly the non-linearities (parameters 
{     ,      } defining the curves) and the linear transformations (3x3 color correction matrices 
{    ,     }) applied to them. Then, for each particular pair, the ground-truth image is obtained 
by applying to the RAW of the source image the linear transformation and the non-linearity of 
the reference image, as explained in Figure 4 (by RAW we refer to the demosaiced and white 
balanced image in the sensor RGB color space). 

 
Figure 4. Methods’ evaluation pipeline. Given two linear input images          , we apply to 
them two non-linearities {     ,      } and two linear transformations {    ,     }. In this way 
we obtain the reference and the source image inputs for the methods, {         }. A color-
matching method is applied, and its outputs       is compared to the ground truth GT (i.e.       
after applying the reference non-linearities       and      matrix     . All color metrics are 
performed in sRGB space. 

Results and Evaluation 
In Figures 5, 6 and 7 we show the results from all the different methods for the three 
experiments we consider. For each scene (column) we present, from top to bottom: reference 
image, source image, ground truth image, our result, HaCohen et al. [11], Xiao and Ma [9], 
Reinhard et al. [6], Pitié et al. [7], and Kotera [8]. For quantitative evaluation, we select the 
following color metrics       [13] (the smaller the better), and color PSNR defined as CPSNR 
(the larger the better). The CPSNR is calculated considering the mean of the MSE of the each 
RGB channels. For each metric we show the maximum, mean and median values. Figure 4 
shows the pipeline for the evaluation. The three experiments follow the same steps, only varying 
the non-linearities applied to the linear inputs. All images presented in this paper are converted 
into Rec. 709 images, in order to facilitate their visualization (this is possible as we have the 
actual values of all the non-linearities). 

Experiment 1: Log-encoded inputs 
In Table 1 we present the quantitative results for the first experiment. Our algorithm outperforms 
the rest of algorithms in both metrics CPSNR, and      , expcept for the maximum value 
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obtained in CPSNR by HaCohen et al. method. Xiao and Ma, and Pitié et al. obtain very similar 
results in      , which are comparable. However, Xiao and Ma outperforms Pitié et al. in terms  
Figure 5 we present the output of the algorithms for four scenarios. In the first, almost all the 
algorithms obtain close results to the GT, but HaCohen et al. and Pitié et al. show artifacts on 
the sky. In the second scene, Reinhard et al. and Xiao and Ma show problems in the bright 
areas, since those regions appear darker in their outputs. In the third scenario, Kotera brings the 
bright blue color to almost black color. In the last scene, Kotera presents the same problem as 
before, inverting the colors (red and green in this case). 

Experiment 2: One gamma corrected input, the other log-encoded 
In the second experiment, we evaluate the performance of the methods by considering as 
reference a Rec. 709 image, and as source a log-encoded one. In Table 2 we present the 
results for both metrics CPSNR, and      . Notice that the quantitative evaluation is done on all 
the image pairs where HaCohen et al. could compute a solution. In this experiment our 
algorithm outperforms the other methods, except for the maximum value in       by HaCohen et 
al. method. Their results are comparable to ours for both metrics. 
Table 1. We show the maximum, mean and median of each metric (       and CPSNR) 
considering the 20 pair of images.  

     
  CPSNR 

 Max Mean Median Max Mean Median 
HaCohen et al.  14.80 5.87 5.12 41.69 29.97 30.45 
Kotera  26.42 13.41 11.92 34.67 24.67 22.97  
Pitié et al.  12.84 6.23 5.26 36.18 25.77 24.11  
Reinhard et al.  18.59 5.82 5.22 37.62 29.56 30.57 
Xiao and Ma  21.60 6.69 5.40 36.62 29.54 30.13 
Ours 14.36 3.93 2.69 39.91 32.12 33.01 

Table 2. We show the maximum, mean and median of each metric (       and CPSNR).  
     

  CPSNR 
 Max Mean Median Max Mean Median 
HaCohen et al.  5.73 3.10 2.61 42.91 34.57 36.53 
Kotera  23.87 13.94 14.08 32.02 23.74 22.37  
Pitié et al.  8.90 4.70 4.05 35.60 29.07 28.47  
Reinhard et al.  7.65 4.52 4.32 35.39 31.09 31.93 
Xiao and Ma  9.67 5.04 4.40 33.91 30.14 31.38 
Ours 8.62 3.03 2.1 50.61 35.41 37.39 

In Figure 6 we present the results for each algorithm, together with the reference, source and 
ground truth images. Although the images are presented as Rec. 709, notice that the source is 
a log-encoded image, and therefore most of the intensity values are shifted towards the highest 
value. For that reason, this experiment becomes more challenging. HaCohen et al. encounter 
difficulties to compute correspondences between the inputs, therefore for the third and fourth 
scenarios there are no outputs from this method since the first stage of the algorithm could not 
be performed. In the first scene, Reinhard et al. and Xiao and Ma outputs brighten the pink color
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of the wall. On the second scenario, Kotera inverts the colors, bringing the blue to the red and 
viceversa. On the next scene, if we focus on the border of the green painting (peach pink), we 
see that our method is the closest one to the GT. In the last scene, Xiao and Ma presents a 
more intense yellow cast, see the concrete blocks. Pitié et al. presents some problems in the 
shadows on the building and on the pavement. 

Experiment 3: Gamma corrected inputs  
In Table 3 we show the results for both metrics CPSNR, and      . In this case only one image 
pair could not be computed by HaCohen et al. algorithm. We can see that in terms of       our 
algorithm outperforms the rest of approaches except for the maximum value by the Xiao and Ma 
method. For CPSNR metric, Reinhard et al. shows better result on median value. 
In Figure 7 we show the results of the different methods given two gamma corrected images, 
Rec. 709, in four different scenarios. In the first scene, Kotera brings the orange color of the wall
to blue. Reinhard et al., Xiao and Ma and Pitié et al. outputs brighten the orange part with 
respect to the ground truth. In the second one, our method preserves more the contrast of the 
whole image, and HaCohen et al. cannot find corresponding patches between the images. The 
third scene is a challenging one, since it is very colorful. If we focus on the top yellow/orange 
wheel, we can see how our method appears to be the closest to the ground truth. In the last 
scene, [9] fails by inverting colors in the image, the rest perform good, although if we focus on 
the top part of the image, the ground truth appears to be brighter than in the outputs of Reinhard 
et al., Xiao and Ma, and Pitié et al. 
Our method relies on the correspondences found using SIFT. This may be an issue when no 
correspondences between regions of the same color are computed, since the computed      
transformation matrix will not carry the color information of that particular color.  Notice that 
other approaches for finding correspondences between pair of images could be used and 
integrated easily in our algorithm.  
Let us mention that although our algorithm outperforms the rest of the methods both 
quantitatively (CPSNR and       ) and visually, the results might not be sufficient for an expert 
colorist. As it can be seen in Figure 5: in the second scene (second column), the color of the 
wall contains more orange color than the one presented as the GT; if we focus on the last scene 
(fourth row) green color appears darker in the GT than in our result. 
Table 3. We show the maximum, mean and median of each metric (       and CPSNR).  

     
  CPSNR 

 Max Mean Median Max Mean Median 
HaCohen et al.  13.45 4.12 3.75 44.61 33.22 31.40 
Kotera  25.16 12.53 12.76 48.48 24.97 23.80  
Pitié et al.  11.80 4.79 4.28 45.43 26.66 24.94  
Reinhard et al.  10.03 3.90 3.73 44.53 32.51 33.46 
Xiao and Ma  9.63 4.24 3.59 48.49 31.44 32.51 
Ours 14.15 3.44 2.15 55.21 33.92 32.39 
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Figure 5. Results from experiment 1 (two log-encoded inputs). For each scene (columns), we 
present the reference, source, and GT images, and the outputs from our method, HaCohen et 
al. [11], Xiao and Ma [9], Reinhard et al. [6], Pitié et al. [7] and Kotera [8] (rows). 
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Figure 6. Results from experiment 2 (gamma corrected, and log-encoded). For each scene 
(columns), we present the reference, source, and GT images, and the outputs from our method, 
HaCohen et al. [11], Xiao and Ma [9], Reinhard et al. [6], Pitié et al. [7] and Kotera [8] (rows). 
The method [11] is not able to produce outputs in two of the cases (No Solution). 
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Figure 7. Results from experiment 3 (two gamma corrected inputs). For each scene (columns), 
we present the reference, source, and GT images, and the outputs from our method, HaCohen 
et al. [11], Xiao and Ma [9], Reinhard et al. [6], Pitié et al. [7] and Kotera [8] (rows). The method 
[11] is not able to produce outputs in one of the cases (No Solution).  
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Conclusion 
In this paper we have presented a method for color match any combination of non-linear 
encoded images: gamma corrected to gamma corrected, logarithmic-encoded to gamma 
corrected or logarithmic-encoded to logarithmic-encoded. The method is based on the 
modification of logarithmic-encoded images so as they behave as gamma corrected ones. In 
this way, we are able to apply the method defined in [2].  Our results show that our method 
outperforms state-of-the-art algorithms quantitatively and qualitatively, considering the three 
different cases. Future work will focus on generalizing the method to the case where there are 
no matches among the two views (e.g., the shots come from different scenes). 
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