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Abstract

In nature we find all kinds of multi-agent systems sustained upon cooperative behaviours. In this work, we study multi-agent systems by means of the Stag-Hunt game, which presents a conflict between mutual benefit and personal risk. In particular, we consider the probabilistic inference approach for reinforcement learning on a grid-based variant of this game. We analyze the behavior of two different policy gradient algorithms in the presence of function approximation: the standard REINFORCE algorithm and the Cross-Entropy (CE) method, which differ on the functional form of the loss. However, even though both REINFORCE and CE share the same global optimal solution, we have found that REINFORCE behaves too greedily compared with CE. In agreement with previous results based on probabilistic graphical models, we obtain two different qualitative optimal solutions (risk- and payoff-dominant) as a function of a temperature parameter, whose transition is better observed using the CE method. We also analyze the difference between using or not path-cost, in addition to the end-cost. It is known that adding path-cost makes the problem harder using an explicit probabilistic graphical model, since it increases its tree-width. Nevertheless, we observe the opposite effect for policy gradient methods, for which path-cost enhances the performance of the resulting controls in all circumstances. This is explained because the samples used by policy gradients are generally more informed with path-cost. Finally, we also consider a distributed version of the algorithm, with partial observability and feature sharing between the agents. In this setting, we show the feasibility of generalizing to larger grids using training data from smaller grids.
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Chapter 1

Introduction

With this thesis we aim to obtain better understanding of multi-agent systems. In nature, we find all kinds of different societies constructed upon the interaction of individuals and sustained on the emergence of cooperative behaviours.

Cooperation is the process of working together for a mutually beneficial end. Thing that allows the achievement of greater deeds or goods that could never be obtained by the actions of an individual. We find all kinds of examples around us and in ourselves resulting into phenomena such as coevolution, symbiotic assemblies, the association into flocks, schools or swarms, etc.

For example, an alga and a fungus work together as a lichen to survive in environments that would be lethal for both species separately. Killer whales display all kinds of smart cooperative hunting strategies to safely catch otherwise impossible preys [1]. Fire ants, apart from foraging, nest construction and food cultivation, are known for the capability of cooperating to construct self-assemblages such as ladders, chains, walls and rafts that allow them to survive potentially lethal floods for any individual [2].

In the case of human society, cooperation has lead to the emergence of social conventions and roles. Conventions are self-sustaining, in the sense that we will continue to conform to them as long as we expect others to, and, also, arbitrary, in the
sense that, at least, one alternative regularity exists and would be equally acceptable as long as everyone coordinated on it [3]. This is the case of traffic regulations, currencies, the way we address to other people, etc [4, 5, 6, 7].

The study of multi-agent systems is usually approached by the use of games that serve as a model for different decision-making situations, such as the Prisoner’s dilemma [8, 9] or the Battle of the Exes, which is a variation of the old Battle of the Sexes [10, 11]. Although other approaches are also used, like the case of a multi-agent system managing a common resource-pool [12], which allows to see how differences between individuals play a key role in the emergence of inequality, roles and exclusion. In our case, however, we focus on the Stag-Hunt game [13].

The Stag-Hunt game is a cooperative game in which a set of hunters can choose between hunting a hare or a stag. Hunters can catch a hare by themselves and receive a small reward $R_h$, but it requires, at least, the coordination of two hunters in order to get a stag, which provides them with a much larger reward $R_s$. Hence, if only one hunter decides to chase the stag, it will not be able to get it, thus receiving a null reward.

In this thesis, we use the framework of optimal control as probabilistic graphical model inference [14, 15, 16, 17], for which finding the optimal strategy corresponds to computing the posterior probability over agent trajectories that follow the optimally controlled dynamics. We consider the formulation introduced in [14], which known as Kullback-Leibler (KL-) control. KL-control problems, also known as linearly-solvable MDPs [18], enjoy several computational advantages, such as a linear Bellman equation [19, 20], compositionality of optimal control laws [21, 22], or fast learning rates [23]. The continuous-time version of these problems is known as Path Integral control [20], and has been used for multi-agent systems in [24, 25, 26].

We follow the version of the game introduced in [14], which is played in a grid with a fixed position for the preys: stags and hares, and an initial position for the hunters, who can freely roam around it for a fixed amount of time $T$. Then, the result of the game is computed depending on the hunter positions at the end time.
Table 1: Payoff matrix of a 2-player Stag-Hunt game with $R_s = 3$ and $R_h = 1$.

<table>
<thead>
<tr>
<th></th>
<th>Stag</th>
<th>Hare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stag</td>
<td>3,3</td>
<td>0,1</td>
</tr>
<tr>
<td>Hare</td>
<td>1,0</td>
<td>1,1</td>
</tr>
</tbody>
</table>

The nature of the problem presents a conflict between personal risk and mutual benefit, provided that successful coordination to hunt the stag awards great benefits for the implicated players, but a synchronization failure can lead to null profit for all of them. This allows for the study of cooperation within social structures [27] and collaborative behaviour in multi-agent systems [28] and can also be used to understand cooperativity directly in humans [29, 30].

For the case of a 2-player game, the payoff matrix, represented in Table 1, shows that the game has two Nash equilibria corresponding to both players going either for stags (payoff equilibrium) or hares (risk-dominant equilibrium). In game theory, Nash equilibrium is a solution for which no single player has anything to gain by changing only their own strategy [31].

Therefore, there are two qualitatively different stable equilibria that can both be recovered as optimal solutions as a temperature parameter $\lambda$ varies [14]. Then, for low temperature ($\downarrow \lambda$), the optimal solution is to coordinate hunters in pairs to get all the stags. In contrast, for high temperature ($\uparrow \lambda$), the optimal solution becomes hunting hares individually.

Such problem is formulated in [14] as a stochastic control problem for which the computation of the global optimal strategy is equivalent to a Kullback-Leibler (KL) minimization problem. This optimization is addressed using variational methods for approximate inference in probabilistic graphical models (PGMs).

This reinforcement learning (RL) formulation as inference is often referred to as maximum entropy RL, maximum entropy control or KL-control, due to the fact that minimizing the KL-divergence (control cost) corresponds to maximizing both the expected reward and the expected conditional entropy, in contrast to the standard control objective that only cares about reward. The temperature parameter $\lambda$ serves
as natural mechanism to interpolate between entropy maximization and standard simple cost optimization, provided that, as $\lambda \to 0$, the optimal solution approaches the standard RL optimal control solution [32].

Nevertheless, performing exact inference can be too costly for complex instances and approximate inference methods are needed to obtain approximate optimal controls [33, 34, 35]. The approach in [14] makes explicit use of the graphical model structure and takes advantage of certain conditional independences in the agents dynamics. However, it requires to *unfold* (ground) the entire sequence of state variables before performing inference. Although this grounding benefits from the explicit conditional independencies in the graphical structure, it still has some limitations for large-scale problems, or for problems with path-cost (a state cost term at each time-step). Such cost terms increase the tree-width of the PGM significantly, and thus the complexity of the inference task. In addition, this centralized approach makes it difficult for modeling a distributed system in which agents have partial observations of the environment.

Contrary to performing approximate inference on a PGM, as done in [36, 14], here we consider policy gradient methods, which have proven effective for controlling complex systems [37, 38]. In contrast to PGMs, policy gradients iteratively use trajectory samples and do not need to ground the state variables prior to the inference. In addition, they can naturally make use of path-cost. This raises the question of whether a sample-based method is able to recover the optimal solution transition observed in the *Stag-Hunt* game [14] and what are the implications of considering path-cost.

As a result, we obtain two methods consisting on a greedy cost optimization method and the Cross-Entropy method, which we want to compare in the different frameworks presented along the thesis.

Cooperation appears naturally as optimal solution on a centralized control with full state observability [14]. However, these kind of implementations are not viable in most real-world applications. Thereby, we also implement KL-control for
individual agents with partial observability who share the same policy in order to see whether cooperative behaviours can emerge in more realistic scenario. Besides, the distributed approach allows for better scalability in the sense of increasing the number of agents it can handle.

Finally, the partial observability of the distributed control might provide strategies that are less dependent of the specific game scenario. This has the potential to learn individual strategies in one instance of the Stag-Hunt game that can be applied to solve other different instances of the same game with different amount and distribution of preys and hunters. Thus, we wonder whether this approach can generalize.

Up to this point, we have laid down the research questions that we aim to answer with this thesis. Let us gather them up for the sake of clarity:

- Can we recover the sharp transition between the two regimes of the Stag-Hunt game with a sample-based method?
- What is the effect of formulating the problem with and without path cost?
- What are the differences between a greedy cost optimization method (such as REINFORCE) and the Cross-Entropy method?
- Do we obtain cooperation with individual agents?
- Is there a way to scale and generalize the control?

The rest of the thesis is structured as follows:

In the following chapter (2) we first introduce KL-control problems explaining what they are and how to solve them, followed by a derivation of the methods in question.

The next chapter (3) presents an in-depth thorough explanation of the implementation into the problem and the procedures behind the results, which are shown in the following chapter afterwards (4) and serve as empirical proof to answer the research questions recently introduced.
Chapter 1. Introduction

The last chapter contains the discussion derived from the results in the previous chapter trying to answer to the different questions. Finally, summarizes it all up concisely presenting the obtained conclusions and possible future work.
Chapter 2

Kullback-Leibler control and policy gradient

We first introduce the class of KL-control problems and then present two alternative ways for finding a parametrized policy based on sample trajectories.

2.1 KL-control problems

We consider a Markov decision process with discrete state variable $x$ and $\tau = x_{1:T}$ a trajectory through state space from initial time 1 to end-time $T$. We will assume that our controller can fully determine the transition probabilities $p(x'|x)$ as long as they are consistent with the so-called passive dynamics $q(x'|x)$, that characterizes the behavior of the system in the absence of controls. The probability distributions of a trajectory $\tau$ that follows the passive and the controlled dynamics are, respectively:

$$
q(\tau|x_0) = \prod_{t=0}^{T-1} q(x_{t+1}|x_t), \quad p(\tau|x_0) = \prod_{t=0}^{T-1} p(x_{t+1}|x_t). \quad (2.1)
$$

We now define $R(\tau) = \sum_{t=1}^{T} R(x_t)$ to be an arbitrary state-dependent cost incurred when following trajectory $\tau$.

\[\footnotesize{\text{1}^\text{This means that } p(x'|x) = 0 \text{ whenever } q(x'|x) = 0.}\]
Chapter 2. Kullback-Leibler control and policy gradient

The KL-control problem is to find the probability distribution $p(\tau|x_0)$ that minimizes the total expected cost

$$C(p|x_0) = \sum_{\tau} p(\tau|x_0) \left( \lambda \log \frac{p(\tau|x_0)}{q(\tau|x_0)} + R(\tau) \right)$$

$$= \lambda D_{KL}(p \parallel q) + \langle R(\tau) \rangle_p.$$  \hspace{1cm} (2.2)

The $D_{KL}(p \parallel q)$ term represents a control cost, with larger costs for transitions that deviate more from the passive dynamics. The second term represents the expected state cost, with respect to (w.r.t.) the controlled probability $p$. The parameter $\lambda$ controls the relative strength between both cost terms.

The optimal solution for $p$ is found by minimizing (2.2) w.r.t. $p$. The solution and the optimal cost are given by \cite{37}

$$p^*(\tau|x_0) = \frac{1}{Z(x_0)} q(\tau|x_0) e^{-\frac{1}{\lambda} R(\tau)},$$

$$C^*(p|x_0) = C(p^*|x_0) = -\lambda \log Z(x_0).$$  \hspace{1cm} (2.4)

The optimal control for the first step, $p^*(x_1|x_0)$, is given by the marginal distribution

$$p^*(x_1|x_0) = \sum_{x_2,\tau} p^*(\tau|x_0),$$

and can be computed exactly by backwards message passing or approximately using sample trajectories from the uncontrolled dynamics $q(\tau|x_0)$.

In practice, for high dimensional state spaces, a parametrized controller is used $p_\theta(\cdot)$ to represent the controlled process. If $p_\theta$ is sufficiently flexible, e.g., a neural network, one can approximate $p^*$ with arbitrary accuracy, i.e., $p_\theta \approx p^*$.

Two possible ways to find $p_\theta$ are described next. Both methods are iterative and require the gradients $\nabla_\theta \log p_\theta(\tau|x_0)$. 
2.2 Policy gradient methods

We describe two ways for learning the parameters $\theta$ of the controlled process $p_\theta$, both based on gradient descent.

One possible way to learn $p_\theta$ is to directly minimize the expected cost (2.2) using stochastic gradient descent, as it is done by the REINFORCE algorithm [39]. Define $V_\theta(\tau|x_0) := \left( \lambda \log \frac{p_\theta(\tau|x_0)}{q(\tau|x_0)} + R(\tau) \right)$ as the total cost of a random trajectory $\tau$ starting at state $x_0$.

\[
\nabla_\theta C(p_\theta|x_0) = \nabla_\theta \langle V_\theta(\tau|x_0) \rangle_{p_\theta} \quad (2.7)
\]

\[
= \nabla_\theta \sum_\tau p_\theta(\tau|x_0) V_\theta(\tau|x_0) \quad (2.8)
\]

\[
= \sum_\tau (\nabla_\theta p_\theta(\tau|x_0)) V_\theta(\tau|x_0) + \sum_\tau p_\theta(\tau|x_0) \nabla_\theta \lambda \log p_\theta(\tau|x_0) \quad (2.9)
\]

\[
= \sum_\tau (p_\theta(\tau|x_0) \nabla_\theta \log p_\theta(\tau|x_0)) V_\theta(\tau|x_0) + \lambda \nabla_\theta \sum_\tau p_\theta(\tau|x_0) \quad (2.10)
\]

\[
= \sum_\tau (p_\theta(\tau|x_0) \nabla_\theta \log p_\theta(\tau|x_0)) V_\theta(\tau|x_0) \quad (2.11)
\]

\[
= \langle V_\theta(\tau|x_0) \nabla_\theta \log p_\theta(\tau|x_0) \rangle_{p_\theta} \quad (2.12)
\]

This algorithm starts with an initial guess for the parameters $\theta^{(0)}$ and iterates the following steps until convergence:

1. Sample a batch of $N$ trajectories $\{\tau^{(i)}\}, i = 1, \ldots, N$ from $p_\theta$.

2. Compute their costs $V^{(i)}_\theta = \lambda \log \frac{p_\theta(\tau^{(i)}|x_0)}{q(\tau^{(i)}|x_0)} + R(\tau^{(i)})$.

3. Normalize $\omega^{(i)}_\theta = \frac{1}{Z} V^{(i)}_\theta$, $Z = \sum_i V^{(i)}_\theta$.

4. Compute $\nabla_\theta C(p_\theta|x_0) = \sum_i \omega^{(i)}_\theta \nabla_\theta \log p_\theta(\tau^{(i)}|x_0)$.

5. Update $\theta^{(i+1)} \leftarrow \theta^{(i)} - \alpha \nabla_\theta C(p_\theta|x_0)$, for learning rate $\alpha$.

Another possible way to learn $p_\theta$ is through the Cross-Entropy (CE) method, which does not directly optimize the expected cost, but uses the explicit solution (2.4), as
in [37]. The CE method for KL-control was introduced in [40] and minimizes the following objective:

\[ D_{KL}(p^* \parallel p_\theta) = \sum_{\tau} p^*(\tau|x_0) \log \frac{p^*(\tau|x_0)}{p_\theta(\tau|x_0)} = \left\langle \log \frac{p^*(\tau|x_0)}{p_\theta(\tau|x_0)} \right\rangle_{p^*}. \]  

(2.13)

The gradient of (2.13) is

\[ -\left\langle \nabla_\theta \log p_\theta(\tau|x_0) \right\rangle_{p^*}. \]

One can obtain estimates from \( p_\theta \) by sampling from \( p_\theta \) and using importance sampling corrections

\[ p^*(\tau|x_0) = p_\theta(\tau|x_0)\omega(\tau|x_0) \]

(2.14)

\[ \nabla_\theta D_{KL}(p^* \parallel p_\theta) = -\left\langle \omega(\tau|x_0)\nabla_\theta \log p_\theta(\tau|x_0) \right\rangle_{p^*}, \]

(2.15)

with correction weights

\[ \omega_{\theta}^{(i)}(\tau|x_0) \propto \frac{q(\tau^{(i)}|x_0)}{p_\theta(\tau^{(i)}|x_0)} e^{-\frac{1}{\lambda} R(\tau^{(i)})} = e^{-\frac{1}{\lambda} V_{\theta}^{(i)}}. \]

(2.16)

Here we start with an initial guess for the parameters \( \theta^{(0)} \) and iterate the following steps until convergence

1. Sample a batch of \( N \) trajectories \( \{\tau^{(i)}\}, i = 1, \ldots, N \) from \( p_\theta \).
2. Compute normalized importance weights \( \omega_{\theta}^{(i)} = \frac{1}{Z} e^{-\frac{1}{\lambda} V_{\theta}^{(i)}} \).
3. Compute \( \nabla_\theta D_{KL}(p^* \parallel p_\theta) = -\sum_i \omega_{\theta}^{(i)}\nabla_\theta \log p_\theta(\tau^{(i)}|x_0) \).
4. Update \( \theta^{(i+1)} \leftarrow \theta^{(i)} - \alpha \nabla_\theta D_{KL}(p^* \parallel p_\theta) \), for learning rate \( \alpha \).

Despite optimizing a different objective, the solution \( p_\theta^* \) found by both greedy optimization and Cross-Entropy method is the same if a global minimum is reached and the parametrization \( p_\theta^* \) can express the optimal distribution \( p^* \). Note that the only difference is that the sample trajectories are exponentially weighted using Cross-Entropy. The preferred method depends on the application.

\[ ^2 \text{The greedy cost optimization actually corresponds to optimize the reversed KL divergence, i.e., } D_{KL}(p_\theta \parallel p^*). \]
2.2. Policy gradient methods

The methods are also known as policy gradient on the I-projection and M-projection respectively.
Chapter 3

Application: The KL-stag-hunt problem

In this work, we consider two major formulations of the problem: a centralized and a distributed version. In the centralized setting, the policy acts on the joint state that considers all $M$ agents $p_{\theta}(x)$, where $x_i$ is the state of agent $i$, with $i = 1, \ldots, M$. In contrast, in the distributed setting we have $M$ shared policies that act on each individual agent $p_{\theta}(x_i)$.

For both approaches, we apply the two learning algorithms derived in the previous chapter corresponding to policy gradients on the I-Projection and M-Projection. However, the implementation is not straightforward. In this chapter, we present the missing elements required to make the algorithms practical in our particular scenario.

The Stag-Hunt game, as presented in [14], is played for a finite time $T$ and, at each time-step, the hunters perform an action. Then, the payoff (or state-cost) of the game is computed according to the positions of the hunters at final time $T$ after the last action, as introduced in Chapter [4].

In this work, we consider two variants of the game. In the first one (finite-horizon formulation), the state cost is applied only at end-time, i.e., $R(x_t) = 0, \forall t < T$, as
in [14]. Whereas, in the second one, the state cost is applied at each time-step, thus considering a state path cost.

Initially, we analyze the scenario in which the position of the preys is fixed. Thus, a slight change in their configuration would lead to a completely different problem.

A prey is considered hunted when it shares position with, at least, the minimum amount of hunters (1 for hares, 2 for stags) required for hunting it. Besides, there is no competition for the preys, so every hunter on a hunted prey will receive its reward. Stags provide a reward $R_s = 3$ larger than the hares $R_h = 1$. Nevertheless, the state cost $R(x)$ counts the rewards as negative contributions, i.e., hunting a prey will reduce the cost function.

Depending on the state, each individual agent can have up to five available actions corresponding to staying still and moving one step in the four directions of the grid: up, down, left, right. However, the number of applicable actions of the agent may be reduced down to four or three in case that it is found at an edge of the grid or a corner. The probability of taking each of the actions is represented by a soft-max policy $p_\theta(x'|x)$ defined over state-transition features

$$p_\theta(x'|x) = \frac{e^{\theta^\top \phi(x',x)}}{\sum_{x'} e^{\theta^\top \phi(x',x)}},$$

(3.1)

where $\theta$ are the policy parameters and $\phi(x',x)$ are features that encode both current and next state.

The feature representation of the states is different depending on the approach, centralized or distributed, so it is explained in their respective sections 3.1.1 & 3.2.1.

As described previously, the policy is learned by policy gradient on both the I-Projection and M-Projection. In order to do so, let us take the equations (2.12) and (2.15) corresponding to the gradient of the function to be optimized for each of the methods respectively.

We will empirically estimate the expectations over the distribution $p_\theta(\tau|x_0)$ by sampling a batch of $N$ trajectories $\tau^{(i)}, i = 1, \ldots, N$ drawn from the policy $p_\theta$. Starting
with the I-projection case, we obtain

\[ \nabla \theta C(p_{\theta} | x_0) = \lambda \nabla \theta D_{KL}(p_{\theta} \parallel p^*) \]

\[ = \langle V_{\theta}(\tau | x_0) \nabla \theta \log p_{\theta}(\tau | x_0) \rangle_{p_{\theta}} \]  

\[ \approx \frac{1}{Z} \sum_{i=1}^{N} V_{\theta}(\tau^{(i)} | x_0) \nabla \theta \log p_{\theta}(\tau^{(i)} | x_0), \quad Z = \sum_{i=1}^{N} V_{\theta}(\tau^{(i)} | x_0) \]

Analogously, for the M-projection case, we can write

\[ \nabla \theta D_{KL}(p^* \parallel p_{\theta}) = -\langle \omega_{\theta}(\tau | x_0) \nabla \theta \log p_{\theta}(\tau | x_0) \rangle_{p_{\theta}} \]

\[ \approx -\frac{1}{Z} \sum_{i=1}^{N} \omega_{\theta}(\tau^{(i)} | x_0) \nabla \theta \log p_{\theta}(\tau^{(i)} | x_0), \quad Z = \sum_{i=1}^{N} \omega_{\theta}(\tau^{(i)} | x_0) \]

For the case of a soft-max policy, the gradient \( \nabla \theta \log p_{\theta}(\tau | x_0) \) that appears in both algorithms, also known as the score function, becomes

\[ \nabla \theta \log p_{\theta}(\tau | x_0) = \nabla \theta \log \prod_{t=0}^{T-1} e^{\theta^T \phi(x_{t+1}, x_t)} \]

\[ = \nabla \theta \left[ \sum_{t=0}^{T-1} \theta^T \phi(x_{t+1}, x_t) - \log \sum_{x_{t+1}} e^{\theta^T \phi(x_{t+1}, x_t)} \right] \]

\[ = \sum_{t=0}^{T-1} \phi(x_{t+1}, x_t) - \frac{\nabla \theta \sum_{x_{t+1}} e^{\theta^T \phi(x_{t+1}, x_t)}}{\sum_{x_{t+1}} e^{\theta^T \phi(x_{t+1}, x_t)}} \]

\[ = \sum_{t=0}^{T-1} \phi(x_{t+1}, x_t) - \frac{\sum_{x_{t+1}} e^{\theta^T \phi(x_{t+1}, x_t)} \phi(x_{t+1}, x_t)}{\sum_{x_{t+1}} e^{\theta^T \phi(x_{t+1}, x_t)}} \]

\[ = \sum_{t=0}^{T-1} \phi(x_{t+1}, x_t) - \langle \phi(x_{t+1}, x_t) \rangle_{p_{\theta}(x_0 | x_0)} \]

which corresponds to the sum of the differences between the observed features and the expected features under policy \( p_{\theta} \) along the trajectory.
Depending on the method, this gradient is multiplied by the corresponding weights, which are proportional to $V^{(i)}_{\theta}(\tau^{(i)}|x_0)$ for the I-projection (3.4) or $\omega^{(i)}_{\theta}(\tau^{(i)}|x_0)$ for the M-projection (3.6).

More precisely, for a given sample trajectory $\tau^{(i)} = x^{(i)}_{1:T}$, the return used in the greedy cost optimization (I-projection) is computed as

$$V^{(i)}_{\theta}(\tau^{(i)}|x_0) = \lambda \log \frac{p_{\theta}(\tau^{(i)}|x_0)}{q(\tau^{(i)}|x_0)} + R(\tau^{(i)})$$

(3.12)

$$= \lambda \left[ \log \prod_{t=0}^{T-1} p_{\theta}(x_{t+1}^{(i)}|x_t^{(i)}) - \log \prod_{t=0}^{T-1} q(x_{t+1}^{(i)}|x_t^{(i)}) \right] + R(\tau^{(i)})$$

(3.13)

$$= \lambda \left[ \sum_{t=0}^{T-1} \log p_{\theta}(x_{t+1}^{(i)}|x_t^{(i)}) - \log q(x_{t+1}^{(i)}|x_t^{(i)}) \right] + \sum_{t=1}^{T} R(x_t^{(i)})$$

(3.14)

$$= \sum_{t=0}^{T-1} \lambda \log \frac{p_{\theta}(x_{t+1}^{(i)}|x_t^{(i)})}{q(x_{t+1}^{(i)}|x_t^{(i)})} + R(x_t^{(i)})$$

(3.15)

then, the weight used in the Cross-Entropy (M-projection) is

$$\omega^{(i)}_{\theta}(\tau^{(i)}|x_0) = \exp \left( -\frac{1}{\lambda} V^{(i)}_{\theta}(\tau^{(i)}|x_0) \right)$$

(3.16)

and both need to be normalized before multiplying with the score $\nabla_{\theta} \log p_{\theta}$.

In the following sections there are explained the centralized and distributed approaches in depth detailing the state feature representation $\phi(x', x)$ and all the aspects of the procedure to compute $\theta$ with the help of pseudo-codes, which, in general, follow the following structure:

```
initialize $\theta$

for learning iterations
    sample trajectories following $p_{\theta} \rightarrow V_{\theta}, \phi, \langle \phi \rangle$
    compute cost function gradient
    update $\theta$ with gradient descent
    check convergence $||\theta_k - \theta_{k-1}||$
```
3.1 Centralized control

The centralized controller specifies, at each time-step, a transition probability between two fully observable joint states. This naive approach is clearly not scalable to large systems, since the number of possible next states grows exponentially with the number of agents. However, we use it as a starting point to analyze the effect of the proposed algorithms.

For this case, we have chosen to solve the optimal control for a Stag-Hunt game of two hunters with four hares, one at each corner, and a stag at the center of the grid. It is a $5 \times 5$ grid and the hunters play for a total of $T = 4$ time-steps ($\tau = x_{1:4}$). Figure[1] shows the initial configuration of the game ($x_0$).

Provided that the rewards are $R_s = 3$ and $R_h = 1$ for stag and hares respectively, the possible outcomes are:

**Reward 3:** if both hunters land on the stag.

**Reward 2:** if both hunters land on hares.

**Reward 1:** if only one hunter lands on a hare.

**Reward 0:** if no hunter lands on any prey.

3.1.1 State representation

The full state contains the position of all hunters and preys within the grid. Since the position of the preys is fixed, given a state $x_t$ at a time $t$, there are $A^M$ possible future states $x_{t+1}$, where $A$ is the amount of possible actions per agent (typically 5) and $M$ is the amount of hunters. Thus, the state space scales exponentially with the number of players, thing that prevents this kind of control of being applied to situations in which several agents need to be considered.

We use a simpler representation of the state in which the identity of each agent is ignored.
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As mentioned previously, in Equation (3.1), the feature vector $\phi(x', x)$ encodes the transition between the current and the next state. We have defined it as the concatenation of the individual feature representation of the next state $x'$ with the individual feature representation of the state $x$, denoted as

$$\phi(x', x) = \text{concat}(\phi(x'), \phi(x))$$  \hspace{1cm} (3.17)

With this, let us introduce the way we do the feature representation of a state $\phi(x)$. The feature vector of a state contains, on the one hand, boolean indicators of the preys that are considered hunted and, on the other hand, the contributions of the hunters to a set of continuous radial basis functions (RBFs) that span the entire grid.

Notice that the positions of the preys are not explicitly represented in the feature vector of the state because they are fixed. This way, the control learns where to put the hunters in order to receive the rewards as it always plays and trains in the same scenario (fixed $x_0$). Nonetheless, without the indicator features, the problem would be illposed, as we need to be able to differentiate exactly when the preys are hunted or not.

Figure 1: Stag-Hunt initial configuration. The hunters are represented by yellow dots, the hares are represented by red diamonds and the stag is represented with a blue diamond.
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Figure 2: Radial basis functions for a $5 \times 5$ grid.

The number of radial basis functions and their parameters (centers and widths) are determined by the size of the grid. We choose $n = \max(\text{round}(\sqrt{d}), 3)$ equally spaced functions per dimension of length $d$ separated by $dx = \frac{d-1}{n}$ along it. The standard deviation along the dimension is $\sigma = dx^{\frac{1+o}{6}}$, where $o$ is the overlap parameter. Figure 2 shows the resulting functions for the case that we are considering.

When computing the contributions of the hunters to the RBFs, instead of considering their separate contributions to the functions, we sum the activations of all hunters in each of the individual functions. This way, we have as many features as RBFs and the players are anonymized, provided that their identity is completely irrelevant.

The set of state features is the concatenation of the indicator features together with the basis functions. Hence, in the case that we are solving, Figure 1 the feature vector $\phi(x)$ that describes a state has length 14 corresponding to:

- 5 boolean indicators corresponding to the 4 hares and the stag.
- The contributions to the 9 RBFs.

Which means that the feature vector encoding the state transition $\phi(x', x)$ has length
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28 and, therefore, so does \( \theta \). Notice that, with this state representation, the length of the feature vector does not depend on the amount of players.

With all the core aspects defined: \( x_0, T = 4, R_s = 3, R_h = 1, \phi(x), \phi(x', x) \) and \( p_\theta(x', x) \), we can proceed to develop on the learning algorithm implementations.

### 3.1.2 Policy gradient on I-Projection

In order to better understand the algorithm, let us start by introducing a pseudo-code as reference that will be explained step by step afterwards.

```plaintext
initialize \( \theta \sim \mathcal{N}(0, 2^2) \)

define baseline \( b = -\lambda \log(A^M) \)

for its

for rolls

reset initial state \( x_0 \)

for \( t = 0 : T - 1 \)

\( p_\theta \rightarrow x_{t+1}, p_\theta(x_{t+1}|x_t), \phi(x_{t+1}, x_t), \langle \phi(x_{t+1}, x_t) \rangle \)

save return \( V_\theta = \lambda \log \frac{p_\theta(x_{t+1}, x_t)}{q(x_{t+1}|x_t)} + R(x_{t+1}) + b \)

save score \( \nabla_\theta \log p_\theta = \phi(x_{t+1}, x_t) - \langle \phi(x_{t+1}, x_t) \rangle \)

trajectory returns \( V_\theta(\tau) = \text{sum}(V_\theta, t) \)

trajectory scores \( \nabla_\theta \log p_\theta(\tau) = \text{sum}(\nabla_\theta \log p_\theta, t) \)

normalization factor \( Z = \text{sum}(V_\theta(\tau)) \)

\( \nabla_\theta C(p_\theta|x_0) = \text{sum}(\nabla_\theta \log p_\theta(\tau)V_\theta(\tau))/Z \)

\( \theta \leftarrow \theta + \alpha \nabla_\theta C \)

check convergence \( ||\theta_k - \theta_{k-1}|| = ||\alpha \nabla_\theta C|| < \delta \)
```

The code computes the gradient of the cost function to be minimized following Equation (3.4) to update the parameter \( \theta \) via gradient descent according to a learning rate \( \alpha > 0 \).
We start by randomly initializing the parameter vector $\theta \sim \mathcal{N}(0, 2^2)$. Then, we define a state-independent baseline function $b(x)$ to be added as state cost with the goal to ease the learning process avoiding possible numerical instabilities and providing better sample weights.

This function, overestimates the first term of the return $V_\theta$ corresponding to $\lambda \log \frac{p_\theta}{q}$ at each time step and subtracts it. The term is maximum for $p_\theta = 1$ and $q = 1/A^M$, being $A$ the maximum possible number of individual actions and $M$ the number of hunters ($A = 5$, $M = 2$ for our case). Hence, $b = -\lambda \log(A^M)$.

The baseline state cost $b$ plays a key role in the normalization of the returns by $Z$. The possibly mixed sign of $Z$ terms $V_\theta(\tau^{(i)}|x_0)$, positive due to the KL-divergence and negative due to the state-cost, can lead to numerical instabilities, e.g., $Z \simeq 0$. The baseline ensures that all of them share sign.

Apart from that, the trajectories $\tau^{(i)}$ that obtain the best rewards are the ones with smallest return $V_\theta(\tau^{(i)}|x_0)$. When normalizing them, the resulting weights $\omega^{(i)}_\theta = \frac{1}{Z}V_\theta(\tau^{(i)}|x_0)$ of such trajectories are the smallest amongst them all, thus having the smallest contributions to the gradient, while we would like them to be the most relevant.

Adding a baseline function that overestimates the positive term of the return and subtracts it forces it to be negative. This means that the trajectories that better optimize the cost have the largest returns (in absolute value), thus increasing their weight on the gradient, which eases the learning process. Also, notice that, since $V_\theta(\tau^{(i)}) < 0, \forall \theta, i$, then $Z < 0$ which means that the sign of the gradient is changed. This can be solved by, simply, performing gradient ascent (changing the sign again) or redefining $Z = \sum_i |V_\theta(\tau^{(i)})| > 0$.

At the beginning of each learning iteration, we start by sampling the trajectories, which consists on performing several rollouts $rolls$ of the game of length $T$ going from $x_0$ to $x_T$ following the policy $p_\theta$.

At the beginning of each rollout we reset our state to be the initial state $x_0$. Then, at
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each time-step $t$, the policy $p_\theta$ provides the probability distribution over the possible future states $x_{t+1}$, from which we take one at random with probability $p_\theta(x_{t+1}|x_t)$ and transition feature vector $\phi(x_{t+1}, x_t)$. Besides, we compute the expected feature vector as

$$\langle \phi(x_{t+1}, x_t) \rangle_{p_\theta} = \sum_{x_{t+1}} p_\theta(x_{t+1}|x_t)\phi(x_{t+1}, x_t)$$ (3.18)

With this, we compute the terms of the return and the score functions corresponding to the time $t$ of the trajectory that is being sampled as

$$V_\theta(x_{t+1}, x_t|x_0) = \lambda \log \frac{p_\theta(x_{t+1}|x_t)}{q(x_{t+1}|x_t)} + R(x_{t+1}) + b$$ (3.19)

$$\nabla_\theta \log p_\theta(x_{t+1}, x_t|x_0) = \phi(x_{t+1}, x_t) - \langle \phi(x_{t+1}, x_t) \rangle$$ (3.20)

Bear in mind that the state cost $R(x)$ accounts the rewards $R_s, R_h$ as negative. Furthermore, as we consider path-cost and end-cost, for the case of the end-cost $R(x_t) = 0, \forall t < T$, i.e., we only compute the state cost at the last time-step $R(x_T)$.

With the sampled trajectories, we proceed to compute the gradient of the cost function as stated in Equation (3.4) and using the explicit expressions (3.11) and (3.15) to compute the trajectory score and return respectively. In order to do so, we simply need to sum over time the results saved in each sampled trajectory (3.19), (3.20) to obtain $V_\theta(\tau^{(i)}|x_0)$ and $\nabla_\theta \log p_\theta(\tau^{(i)}|x_0)$.

After computing the normalization factor $Z = \sum_i V_\theta(\tau^{(i)}|x_0)$, we, finally, proceed with the calculation of the cost function gradient $\nabla_\theta C(p_\theta|x_0)$. This is achieved by multiplying each trajectory score $\nabla_\theta \log p_\theta(\tau^{(i)}|x_0)$ with their respective normalized weight $\frac{1}{Z} V_\theta(\tau^{(i)}|x_0)$ and summing the resulting vectors of all trajectories. However, to reduce the computational cost, we can work with the unnormalized returns and normalize the final result as $Z$ is a common factor (3.4).

Finally, we update $\theta$ by summing the gradient multiplied by a learning rate $\alpha$. We sum the gradient because, despite minimizing the cost $C(p_\theta|x_0)$, given that $Z < 0$, we need to change the sign of the gradient to account for it. As mentioned previously,
this could also be done by defining $Z$ as the sum of absolute values of the return and maintaining the sign of the gradient.

As an additional step, we keep track of the difference between the new and previous $\theta$ to see how the algorithm converges. We consider that the algorithm has converged when the module of the difference between the new and the previous parameter $\theta$ is smaller than a threshold $\delta$ and the algorithm halts. However, if this condition is never fulfilled, the algorithm halts upon reaching the limit of learning iterations.

3.1.3 Policy gradient on M-Projection

In order to better understand the algorithm, allow us to start by introducing a pseudo-code that will be thoroughly explained afterwards, like in the previous section 3.1.2.

```
initialize $\theta$ randomly

for its
    for rolls
        reset initial state $x_0$
        for $t = 0 : T - 1$
            $p_\theta \rightarrow x_{t+1}$, $p_\theta(x_{t+1} | x_t)$, $\phi(x_{t+1} | x_t)$, $\langle \phi(x_{t+1} | x_t) \rangle$
            save return $V_\theta = \lambda \log \frac{p_\theta(x_{t+1} | x_t)}{q(x_{t+1} | x_t)} + R(x_{t+1})$
            save score $\nabla_\theta \log p_\theta = \phi(x_{t+1} | x_t) - \langle \phi(x_{t+1} | x_t) \rangle$
        trajectory returns $V_\theta(\tau) = \text{sum}(V_\theta, t)$
        trajectory scores $\nabla_\theta \log p_\theta(\tau) = \text{sum}(\nabla_\theta \log p_\theta, t)$
        trajectory weights $\omega_\theta(\tau) = \exp(-V_\theta(\tau)/\lambda)$
        normalization factor $Z = \text{sum}(\omega_\theta(\tau))$
        $\nabla_\theta D_{KL}(p^* \parallel p_\theta) = -\text{sum}(\nabla_\theta \log p_\theta(\tau) \omega_\theta(\tau)) / Z$
        $\theta \leftarrow \theta - \alpha \nabla_\theta D_{KL}(p^* \parallel p_\theta)$
    check convergence $||\theta_k - \theta_{k-1}|| = ||\alpha \nabla_\theta D_{KL}(p^* \parallel p_\theta)|| < \delta$
```
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The general procedure is very similar to the previously described for the case of the I-projection with some adaptations to compute the gradient of the cost function (2.13) by following Equation (3.6) in order to update the parameter $\theta$ via gradient descent according to a learning rate $\alpha > 0$.

We start by initializing $\theta$ randomly following a normal random distribution with $\mu = 0$, $\sigma = 2$, as before.

In this algorithm, there is no need for a baseline function, provided that the returns $V_\theta(\tau(i)|x_0)$ are exponentiated (3.16) and, thus, the weights $\omega_\theta(\tau(i)|x_0)$ to normalize are positive definite. Besides, the trajectories that best optimize the cost, naturally have the largest contributions to the gradient.

At the beginning of each learning iteration, we start by sampling the trajectories performing several rollouts, 
rolls, of the game of length $T$, from $x_0$ to $x_T$. The sampling procedure is exactly equal to that of the I-projection: starting from $x_0$, following policy $p_\theta$, at each time-step $t$, obtain the next state $x_{t+1}$ with probability $p_\theta(x_{t+1}|x_t)$ and transition features $\phi(x_{t+1}, x_t)$. Compute the expected feature vector $\langle \phi(x_{t+1}, x_t) \rangle_{p_\theta}$ following (3.18) and the return and score terms as described in Equations (3.19) and (3.20) with $b = 0$.

In order to compute the trajectory scores and returns, we simply sum over time, respectively, the terms (3.19) and (3.20) saved for each of the sampled trajectories to obtain $\nabla_\theta \log p_\theta(\tau(i)|x_0)$ and $V_\theta(\tau(i)|x_0)$, as described in Equations (3.11) and (3.15).

Then, we proceed to compute the trajectory weights $\omega_\theta(\tau(i)|x_0)$ as in (3.16) and the normalization factor $Z = \sum_i \omega_\theta(\tau(i)|x_0)$, with which we can finally proceed to compute $\nabla_\theta \text{KL}(p^* \parallel p_\theta)$. This is achieved by multiplying each trajectory score $\nabla_\theta \log p_\theta(\tau(i)|x_0)$ by its respective weight $\omega_\theta(\tau(i)|x_0)$, summing the resulting vectors of all trajectories and multiplying by $-\frac{1}{Z}$, just as stated in Equation (3.6).

Finally, we update $\theta$ by subtracting the gradient multiplied by the learning rate $\alpha$.

As an additional step, we keep track of the convergence as described for the case of the I-projection.
3.2 Distributed control

The distributed control specifies, at each time-step, a transition probability between two individual relative states for every agent, who have partial observability of the joint state and move independently according to a common policy. This approach is scalable to larger systems with both larger grids and several agents as it only scales polynomially with the number of players, apart from providing an excellent framework for distributed computing.

Initially, we have chosen to solve the optimal control for the same Stag-Hunt game introduced in the centralized control (section 3.1), whose initial state $x_0$ is represented in Figure 1 in order to compare the results between both approaches. As a reminder, it is a game of two hunters with four hares, one at each corner, and a stag at the center of a $5 \times 5$ grid, where the hunters play for a total of $T = 4$ time-steps ($\tau = x_{1:4}$).

Provided that the rewards are $R_s = 3$ and $R_h = 1$ for stag and hares respectively, the possible individual outcomes are:

- **Reward 3:** if both hunters land on the stag.
- **Reward 1:** if the hunter lands on a hare.
- **Reward 0:** if the hunter does not land on any prey.

3.2.1 State representation

Agents are completely independent and can only see within a rectangle of side $2r + 1$ centered on them, where $r$ is the vision radius and can be different between directions. Nevertheless, in this specific case, we have taken $r = 2$, meaning that the hunters can see the whole grid when located at its center. Figure 3 shows the vision field of the agents in the initial state $x_0$. 
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Hence, hunters perceive a state $x$ relative to them, which corresponds to the representation of a part of the whole joint state $x$. Therefore, in $x$, the positions of the preys and the other hunters changes depending on the agent position.

Since the control is individually applied to every agent, given a relative state $x_t$ at time-step $t$, there are $A$ possible future relative states $x_{t+1}$, being $A$ the amount of possible actions an agent can do (typically 5). Thus, the complexity of the problem grows polynomially with the number of agents as, at each time-step, there need to be considered $M \times A$ future relative states, where $M$ is the amount of players, despite having $A^M$ possible future joint states $x_{t+1}$, thing that allows this kind of control to be applied to situations with several agents.

We use a simpler representation of the relative state in which the identity of the other agents is ignored and their discrete relative positions are encoded using continuous activation of basis functions. However, although the positions of the preys are fixed in the grid, their relative position with respect to the agents changes as they move. Besides, unlike the hunters, the identity of the preys (stag, hare) is relevant for the problem, thus requiring a set of features that encode both their relative position and nature.

Figure 3: Agent vision range in the initial configuration of the Stag-Hunt game. The hunters are represented by coloured dots, the hares are represented by red diamonds and the stag is represented with a blue diamond. The vision field limit of each hunter shares the colour of its respective dot.
As in previous cases, the policy $p_{\theta}$ is defined over the feature vector $\phi(x', x)$ that encodes the transition between current and next relative states. Following the same philosophy as in the centralized approach, we define it as the concatenation of the individual feature representation of the next relative state $x'$ with the current one $x$, as expressed in Equation (3.17).

Now, allow us to introduce the way we do the feature representation of a relative state $\phi(x)$. The feature vector contains a vector that represents the position and the nature of the preys together with the contributions of the other hunters to a set of RBFs that encode their discrete relative positions.

The way of choosing the RBFs and computing the hunter contributions to them is the same as explained in section 3.1.1. The difference here is that the RBFs are not defined w.r.t. the grid dimensions, but w.r.t. the range of vision of the agent. This can be understood as that functions move together with the agent.

Provided that we have taken $r = 2$, the vision range or window of the hunters correspond to a $5 \times 5$ grid, which means that the set of RBFs corresponding to each of them is the same as the one represented in Figure 2.

At the same time, the preys and their relative positions w.r.t. the hunter are encoded in a vector that represents all possible positions within the vision window. Each component of the vector contains either 2, 1 or 0 depending on whether there is, respectively, a stag, a hare or no prey in the position that it represents.

The set of relative state features is the concatenation of the prey vector together with the basis functions. Hence, for our case, the feature vector $\phi(x)$ has length 34 corresponding to:

- The prey representation in the 25 positions within the vision window.
- The contributions to the 9 RBFs.

Thereby, the feature vector encoding the relative state transition $\phi(x', x)$ has length
64 and so does $\theta$. Notice that, with this approach, the number of features scales quadratically with the vision range $r$.

### 3.2.2 Policy gradient algorithms

In this section we cover both policy gradient algorithms focusing on the adaption to the distributed problem, as the computational details are thoroughly explained in sections 3.1.2 and 3.1.3 for the I-projection and M-projection respectively.

Despite being individual agents, given that the policy is shared among them, they all also share their experience to update the parameter vector $\theta$.

Let us introduce a pseudo-code omitting the mathematical expressions, as it is not scope.

```
initialize $\theta$ randomly
for its
    for rolls
        initial joint state $x_0$
        for $t = 0 : T - 1$
            for hunters
                $p_\theta \rightarrow x_{t+1}$, $p_\theta(x_{t+1}|x_t)$, $\nabla_\theta \log p_\theta$
                joint action $x_t \rightarrow x_{t+1}$
            for hunters
                individual return $V_\theta$
        for hunters
            trajectory coeffs. $V_\theta(\tau)$, $\nabla_\theta \log p_\theta(\tau)$ and (CE only:) $\omega_\theta(\tau)$
            normalization $Z$ and gradient $\nabla_\theta D_{\text{KL}}$
            $\theta \leftarrow \theta - \alpha \nabla_\theta D_{\text{KL}}$
    check convergence $||\theta_k - \theta_{k-1}|| < \delta$
```
The main subtlety to take into account is that, despite all agents taking the actions individually, it is their joint action that changes the joint state \( x \).

The joint action is the set of all individual actions taken by the players at a time-step \( t \). Hence, as the hunter policies need to be computed sequentially in our straight approach, there cannot be any modification of the joint state \( x \) before they all have it. Hence, there cannot be computed anything that depends on the joint state until they have all acted. More precisely, we cannot compute the individual state-costs \( R(x_{t+1}) \) and, therefore, the returns \( V_\theta(x_{t+1}, x_t | x_0) \).

This can be illustrated with a very simple example: imagine two hunters next to a stag that want to move towards it at the current time-step. Ideally, both actions would be executed simultaneously, however, we have to first compute the policy for one hunter and then for the other. Hence, if one hunter moved towards the stag before the other, he would find himself alone, thus not receiving any reward. Then, when the second one moved in, it would receive a reward as they would both be on the stag. Therefore, we need to compute the state-cost after the joint action is executed.

In order to achieve this, at every time-step \( t \), we first go over all hunters and get their next relative states \( x_{t+1} \) with probability \( p_\theta(x_{t+1}|x_t) \), according to the shared policy \( p_\theta \). With it, there can be computed \( \phi(x_{t+1}, x_t) \) and \( \langle \phi(x_{t+1}, x_t) \rangle_{p_\theta} \) to obtain the individual score following Equations (3.18) and (3.20), as described in previous sections, provided that these only depend on the policy and the action taken by the individual agent.

With all the individual actions \( x_t^{(m)} \to x_{t+1}^{(m)} \), \( m = 1, \ldots, M \), with \( M \) begin the total number of players, we execute the joint action of all agents to update the joint state \( x_t \to x_{t+1} \).

Once we have this, we can proceed to compute the individual state costs \( R(x_{t+1}) \) for all hunters and, therefore, the individual return terms \( V_\theta(x_{t+1}, x_t | x_0) \).

Once the trajectories are sampled, we proceed to individually apply the learning
algorithms described in sections 3.1.2 or 3.1.3 to all the hunters updating the same shared parameter $\theta$ and, therefore, sharing their experience.
Chapter 4

Results

In this chapter, we present the results obtained with the methods introduced in Chapter 3. In order to make it clearer, this chapter follows a structure that is very similar to the previous one. With these results, we strive to answer the research questions that were introduced in Chapter 1 and summarized in page 5.

With this goal, we have implemented the REINFORCE (I-projection) and CE (M-projection) algorithms (Chapter 2) following the centralized and the distributed approaches considering end-cost and path-cost (Chapter 3).

Provided that we are interested in the analysis of the algorithms as a function of the temperature parameter \( \lambda \), as done in [14], we have trained 100 polices \( p_\theta \) for \( \lambda = 0.1, 0.2, \ldots, 2 \) considering all the combinations of approach, algorithm and state cost. Thereby, combining centralized and distributed, I and M projections and end and path costs. This provides a total of 8,000 policies \( p_\theta \) trained under the same conditions: 100 learning iterations and 2,000 game rollouts \( (T = 4) \) per iteration. Then, they are evaluated considering both their most probable trajectory (MAP trajectory), as in [14], and 1000 runs of the Stag-Hunt game following the policy \( p_\theta \).

The most probable trajectory is obtained by taking, at each time-step \( t \), the most probable next state \( x_{t+1} \) according to the policy \( p_\theta(x_{t+1}|x_t) \). On the other hand, the stochastic evaluation over 1000 games is done by randomly selecting the next state...
$x_{t+1}$ according to the learned policy $p_{\theta}(x_{t+1}|x_t)$.

We have measured the performance of the learned policy by means of the mean probability with which actions are taken during the game, the reward obtained at end-time, the mean reward obtained along the trajectory all averaged over 1,000 game runs and the maximum reward obtained along the maximum probable trajectory.

The mean action probability provides an idea of how deterministic the policy is, provided that lower probabilities indicate more stochastic policies, as the probability mass is spread over more next states. The end reward allows us to evaluate the performance of the control in a finite-horizon scenario, while the mean reward accounts for an infinite-horizon scenario. Finally, the MAP trajectory reward provides information about whether the control leans towards a risk-dominant or a payoff-dominant nature \[14\].

In this last case, we take the maximum state reward obtained along the trajectory and not the mean nor the end, provided that we want label the control. The stochasticity of the policy, specially for high values of $\lambda$, makes more difficult to keep the agents at the same position. This way, we keep the most probable best possible state cost of the control.

With this, in order to evaluate every policy, we take the average results over its 1000 game runs. The result for every value of $\lambda$ is taken out of the 100 policy evaluations of those trained under the determined conditions, i.e., centralized or distributed, REINFORCE or Cross-Entropy, end-cost or path-cost and $\lambda$.

### 4.1 Centralized control

In this section, we present the results obtained with the centralized approach with both the policy gradient on the I-projection (REINFORCE) and on the M-projection (Cross-Entropy) algorithms.

Before analyzing the resulting controls, let us first focus on the convergence of the


(a) Convergence curves of the parameter vector $\theta$ with REINFORCE.

(b) Convergence curves of the parameter vector $\theta$ with Cross-Entropy.

Figure 4: Sample convergence curves of the parameter vector $\theta$ during learning process with REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost for $\lambda = 0.3$ (left) and $\lambda = 1.2$ (right).

algorithms in order to see the way they reach them. Figure 4 shows a few sample convergence curves of both algorithms considering end-cost and path-cost for two values of $\lambda$, where it can be seen that the M-projection provides a spikier learning curve than the I-projection, which means that it is more sensitive to the relevant events than it is to the rest.

The addition of path-cost catalyzes the learning process for low $\lambda$ but it does not seem to have any relevant effect for high $\lambda$, when the learning is noisier, which is characterized by larger fluctuations. Do not be misled by Figure 4b (right) in which it seems that the addition of path-cost results into divergence due to having higher $\theta$ variations. Bear in mind that the $\theta$ vector output with path-cost has larger module and, therefore, its fluctuations are larger in presence of noise. In addition, with
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Figure 5: Representative sample convergence curves of the Cross-Entropy algorithm with path-cost for $\lambda = 0.3$ (a) and $\lambda = 1.2$ (b). The reward proportion represents the amount of actions that result into hunting a prey out of the total of actions taken during the game rollouts of the learning iteration.

end-cost, the algorithm barely finds any prey to learn from, resulting into rather low $\theta$ variations.

In some cases, specially for large values of $\lambda$, the algorithms reach the maximum number of iterations and fail to converge according to our criterion. However, if we look at the obtained policies after the maximum number of iterations, Figure 5 we observe that the obtained policies, while very stochastic, are robust and systematically reproduce the same proportion of rollouts that reach the different targets across iterations. Possible ways to enforce convergence in the whole range of $\lambda$ could be decreasing the learning rate during learning or adapting the convergence threshold as a function of $\lambda$, which is not considered in this work.

Notice that, in our specific case, it is impossible to obtain any state-reward in the first action out of $T = 4$, thus, Figure 5a shows how the algorithm approaches the limit in which the control brings the agents onto the stag in the second action and keeps them there for the rest of the game (stag proportion of 0.75) obtaining the maximum possible game score.

Moving on to the resulting controls, Figure 6 shows the mean probability with which actions are taken during the game for both algorithms, the policy gradient on the I-projection, Figure 6a and on the M-projection, Figure 6b. There can be seen
Figure 6: Mean probability along a game with which actions are taken as a function of $\lambda$ obtained with the control learned by the centralized REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost.

(a) Mean probability with REINFORCE (I-proj).
(b) Mean probability with Cross-Entropy (M-proj).

Figure 6: Mean probability along a game with which actions are taken as a function of $\lambda$ obtained with the control learned by the centralized REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost.

how the policies become more stochastic as a function of $\lambda$ and, in both cases, the consideration of path-cost results into a more deterministic policy, specially for low values of $\lambda$. The biggest effect is observed in the M-projection, which is considerably less deterministic than the I-projection for end-cost. Bear in mind that both methods optimize the same theoretical objective and the only difference should be the way they achieve the optimal solution.

For high $\lambda$, policies tend to the limit of a uniform random distribution, as the maximum probability taken (along MAP trajectory) approaches the average and the average tends to the limit of $1/A$, with $A$ being the number of total joint possible actions (maximum 25). However, the consideration of path-cost keeps the probability peaks higher with growing $\lambda$, as the difference between the average probability and its maximum is higher than when considering end-cost. This reading cannot be applied for low $\lambda$, provided that the policy is so deterministic that the average tends to the probability peak.

Figure 7 contains the control performance in terms of game scores. The reward of the MAP trajectories is, actually, the mean of the results shown in Figure 8. We can see how the path-cost consideration not only increases the game rewards obtained along the trajectories, but also the rewards at end-time, thus providing better results
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Figure 7: Mean end reward (left) and mean average reward along a game (right) as a function of $\lambda$ obtained with the control learned by using the centralized REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost.

We observe a remarkable difference in the effect of the path-cost consideration between algorithms, REINFORCE and CE. For the REINFORCE, the resulting game scores slightly increase with path-cost, whereas for the Cross-Entropy method they represent a major increase on average. This is due to the fact that path-cost drastically increases the deterministic character of the policy in the M-projection and, therefore, being able to obtain preys more consistently for low $\lambda$. Besides, the CE method is capable of coordinating to get the stag, increasing the gap even further and outperforming the REINFORCE algorithm, which only gets hares as shown in Figure 8.
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(a) Policy distribution considering end-cost and path-cost with REINFORCE.

(b) Policy distribution considering end-cost and path-cost with Cross-Entropy.

Figure 8: Proportion of policies focusing on the different possible game objectives as a function of $\lambda$ labeled according to the best game outcome along the MAP trajectory. Policies are learned by using the centralized REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost (left) and path-cost (right).

Regarding the risk and payoff dominant regimes [14], we compute the proportion of policies that led to different outcomes following the MAP trajectory in order to understand the qualitative differences between the obtained policies. This is shown in Figure 8 which presents significant differences between algorithms. Figure 8a clearly shows how the I-projection mainly gets hares (risk dominant) for all $\lambda$ and the introduction of path-cost helps its convergence making it more robust, specially for high values of $\lambda$.

In contrast, for the M-projection in Figure 8b, there can be observed a sharp differentiation between the two regimes as a function of $\lambda$: for low $\lambda$ values, stags predominate (payoff dominant) and for high $\lambda$ hares predominate (risk dominant). Furthermore, the consideration of path-cost seems to disturb the convergence of the
CE algorithm. However, in Figure 7b, there can be seen how, despite having worse MAP trajectories, on average, the game outcomes are better.

Notice that there is a shift in the $\lambda$ that marks the regime transition when changing from end-cost to path-cost (Figure 8b) due to the fact that the difference between going for hares and stags in path-cost is larger than in end-cost, thus prolonging the payoff dominant regime.

From these results we can conclude that the CE algorithm is able to obtain the optimal solution, while the REINFORCE generally falls in a local minimum. Besides, the consideration of path-cost enhances the overall performance helping on the convergence and allowing the controls to become more deterministic.

### 4.2 Distributed control

In this section, we present the results obtained with the distributed approach with both the policy gradient on the I and the M projections.

Figure 9 shows the mean probability with which actions are taken during the game for both algorithms: REINFORCE, Figure 9a, and Cross-Entropy, Figure 9b. There can be observed how, with end-cost, the M-projection provides a less deterministic control as happened with the centralized approach in the previous section 4.1. The policies turn more stochastic with increasing $\lambda$ tending to a randomly uniform distribution. Bear in mind that now the policy considers only five actions at maximum.

The addition of path-cost provides more deterministic policies for both cases. However, the effect is more pronounced in the case of the CE algorithm, for which the resulting policies are strongly deterministic. Besides, it keeps the probability peaks higher in the distribution as the policy tends to a uniform distribution for high $\lambda$.

Figure 10 shows the control performance in terms of individual game scores. Again, path-cost not only increases the performance for the infinite-horizon scenario, but also for the finite-horizon problem. For end-cost only, the performance of both algorithms is pretty similar despite going for different preys, as it can be seen in
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Figure 9: Mean probability along a game with which actions are taken as a function of $\lambda$ obtained with the control learned by the distributed REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost.

Figure 11 due to CE being significantly more stochastic, Figure 9.

Nevertheless, the consideration of path-cost has a massive effect on the CE algorithm attaining the maximum reachable game scores for low $\lambda$. The agents reach the stag in the second movement (out of $T = 4$) and stay on it until the end of the game (mean 2.25). The MAP trajectory clearly represents this behaviour until there is a sharp drop in the output indicating the change of regime from payoff dominant to risk dominant. The difference for the REINFORCE algorithm is not so pronounced provided that it gets to the limit of the maximum hare reward (mean 0.75) instead of stag.

Figure 11 shows a substantial difference between algorithms. Like in the centralized approach, the solution obtained by REINFORCE is characterized by the risk-dominant regime in which agents are distributed among hares, while CE provides the sharp differentiation between the two regimes, risk and payoff dominant.

For the case of the I-projection, shown in Figure 8a, the addition of path-cost increases the performance of the algorithm as it becomes more robust and the agents can get both to the hares more consistently.

For the case of the M-projection, represented in Figure 8b, the consideration of path cost, in contrast to the centralized approach, seems to enhance the convergence of
Figure 10: Mean end reward (left) and mean average reward along a game (right) as a function of $\lambda$ obtained with the control learned by using the distributed REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost and path-cost.
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(a) Policy distribution considering end-cost and path-cost with REINFORCE.

(b) Policy distribution considering end-cost and path-cost with Cross-Entropy

Figure 11: Proportion of policies focusing on the different possible game objectives as a function of $\lambda$ labeled according to the best game outcome along the MAP trajectory. Policies are learned by using the distributed REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost (left) and path-cost (right).
the algorithm, specially for high $\lambda$ values, in the risk dominant regime.

Notice that the shift in the $\lambda$ that marks the regime transition when going from end-cost to path-cost is higher now, as the hunters, unlike in the centralized case, cannot perceive the reward of going both to hares $2 \times R_h$ as they are completely independent. Therefore, the differences between hares and stags are higher, which extends the payoff dominant regime.

From these results we can conclude that the distributed control is more sensitive to the addition of path-cost than the centralized control. Furthermore, the regime transition can be obtained with individual agents better than with the centralized version.

### 4.2.1 Control generalization

Provided that the agents have partial observability of the whole state and that, thereby, the policy is defined over features that are relative to the agent and not to the problem itself, we want to test its behaviour when facing a different initial configuration $x_0$ from the one that has been used to learn $\theta$. In other words, we want to see whether a control trained in one specific scenario can generalize to other different ones.

In order to evaluate the generalization of the policies, we set up a Stag-Hunt tournament that confronts two teams: the learned policies and a random policy. Each learned policy is compared to a random policy in a match of $G = 100$ random 1-shot Stag-Hunt games and contribute to the team with their match score. The tournament is won by the team with the highest score. This allows us to see from which value of $\lambda$ it becomes worth to use a learned policy from a different game in terms of state-costs.

The random stag hunt games are generated according to a set of arbitrary conditions. The grid dimensions $d_x$, $d_y$ are independent and taken randomly ranging from 4 to 10. The minimum number of players $H$ is 2 and can get up to 8 with a probability proportional to the total number of positions within the grid $N = d_x \times d_y$. More
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(a) Generalization with REINFORCE.

(b) Generalization with Cross-Entropy

Figure 12: Mean individual game reward obtained by the learned policies and random policies together with mean game outcome rate and match win rate for the learned policies with the distributed REINFORCE (a) and Cross-Entropy (b) algorithms considering end-cost (left) and path-cost (right).

precisely, with probability $p = N/150$, we add randomly from 1 to 3 additional players and the process is repeated with probability $p/2$. The number of hares is taken as $h = \text{round}(1.75H)$ and there is, at least, one stag every two players $s = \text{round}(H/2)$. Then, the hunters, hares and stags are randomly distributed over the grid avoiding the superposition of hares and stags.

Figure 12 shows the results obtained from the evaluation of the policies learned in this section 4.2 against uniform policies that serve as baseline reference. Bear in mind that the random walk is the optimal solution for $\lambda \to \infty$. 
Similarly to Figure 10, we observe that policies obtain better state costs for low $\lambda$, when they are more deterministic, of the order of three times better than the random. As the policies approach a uniform distribution with increasing $\lambda$, the game results tend towards the random baseline. This is also captured in the evolution of game win, tie and defeat rates as they approach $\frac{1}{3}$ with $\lambda$.

Nevertheless, despite what might be low game win rates, the match win rate is kept rather high. This means that, even though the learned policies do not surpass the random walk in all scenarios, almost all the policies provide better results on the long run (over 100 games).

The way the game scores in Figure 12 compare to the results shown in Figure 10 is by multiplying the mean trajectory rewards (right) of the latter by $T = 4$. As expected, the control cannot effectively achieve the performance that it had in the training scenario obtaining game outcomes near 3 and 9 on average, for the I and M projections respectively and low $\lambda$, corresponding on standing on a hare and a stag for three out of the four turns. Both algorithms present similar results for the path-cost (Figure 12 (right)), but the CE, despite having a slightly lower outcome peak, keeps the top performance for higher $\lambda$. The mean individual game outcomes between 1.5 and 2 mean that each hunter nearly gets 2 hares per game on average.

Notice that there is not a big loss of performance in the generalization for the REINFORCE algorithm, as it focuses on hares and has only dropped from 3 to 2 on average output, which can be interpreted as that hunters need two actions to reach a hare instead of one. In contrast, the CE algorithm has dropped from 9 to 2 (Figures 10b (right) and 12b (right)), provided that it is no longer able to efficiently obtain all the game stags.

With the obtained results, we can conclude that it is generally better to use the learned algorithms to obtain better state-costs for any $\lambda$, specially, for low values. Moreover, the M-projection with path-cost has the best performance as a function of $\lambda$. 
Chapter 5

Discussion

In this chapter we analyze all the results obtained in Chapter 4 in the context of the whole work in order to withdraw the conclusions presented at the end of the chapter, right before we present the future work.

5.1 Discussion

Let us start by comparing the general features and performance of the REINFORCE and the Cross-Entropy algorithms.

The main difference is the capability to find the cooperative solution of the stag, which is optimal for low $\lambda$. While the CE algorithm is rather successful in this task, the REINFORCE algorithm is too greedy to converge towards the stag and falls into the local minimum of the hare solution. Notice that both algorithms optimize the same theoretical objective and the only difference should be the way they achieve the optimal solution.

At the beginning of the learning process, the algorithms start with a random parameter $\theta$ and start exploring by doing several rollouts of the game. Combinatorially, the probability of the agents landing on hares is orders of magnitude larger than the probability of the agents landing together on the stag, and, even more, depending on $\theta$, it can happen that, on the first set of games, the hunters do not get any stag.
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Under these conditions, a greedy cost-minimization algorithm like the REINFORCE is driven directly to the hare solution, Figures 8a and 11a.

In contrast, the Cross-Entropy algorithm is less subject to the initial conditions and is able to find the stag solution in most situations due to its exploratory character. Furthermore, it is capable of recovering the sharp transition between risk-dominant and payoff-dominant regimes as a function of \( \lambda \) introduced in [14]. Besides, it does not only obtain the regime transition in the centralized control, but also in the distributed approach (Figures 8b and 11b), therefore, proving that it can be obtained with a sample-based algorithm and that cooperation can appear with independent agents.

Moving on to the effect of the path-cost consideration, it increases the performance in all situations, Figures 7, 10 and 12 specially on the M-projection. The Cross-Entropy algorithm, even though it finds the optimal solution, only with end-cost, it is very stochastic and its game output suffers from it. Then, with the addition of path-cost, it becomes strongly deterministic (for low \( \lambda \)) remarkably boosting the results, Figures 6b and 9b. Moreover, path-cost shifts the transition to the risk-dominant regime to higher \( \lambda \), providing better rewards overall, Figures 8b and 11b.

This extreme performance enhancement is not observed in the REINFORCE algorithm, provided that, with end-cost, the resulting control is naturally more deterministic than with the CE algorithm, thus having less margin to improve in this field, Figures 6 and 9. Besides, it mainly goes for hares and path-cost does not help it go for stags, which provides lesser rewards.

Adding path costs, therefore, makes the problem less sparse in the cost definition and this has a positive effect regarding sample efficiency, since there is more information obtained per sample. We remark that path cost is a problem feature that generally has a negative impact in the graphical model approach, provided that it quickly increases the tree-width of the resulting graphical model [14]. In contrast, as we have shown in this work, it is beneficial for the sampling-based methods.

For high \( \lambda \), the resulting policies \( p_\theta \) approach the limit of a uniform distribution
over future states, making the difference between algorithms barely noticeable. The reason behind this behaviour lies on the cost itself. The trajectory cost or return \( V_\theta(\tau|x_0) \) penalizes the transitions that deviate from the passive dynamics \( q \) weighted by \( \lambda \). Hence, for low \( \lambda \), this term is irrelevant compared to the state-costs, but as \( \lambda \) grows, the penalization for deviating from \( q \) dominates, thus forcing the policy \( p_\theta \) to tend to \( q \), which is a uniform distribution over possible transitions \([37]\). Because of this, we have mainly focused on the output for the lower range of \( \lambda \) and pay interest to those algorithms that can maintain high outputs for increasing values of \( \lambda \), which is what is obtained with the addition of path-cost.

Finally, our distributed approach has proven to be able to perform decently on game scenarios that differ from the training game in all aspects: map size and number and position of hunters and preys, Figure \([12]\). We observe that hunters obtain, on average, a couple of hares per run for both algorithms. Therefore, the difference in the REINFORCE performance w.r.t. the training scenario is rather low, provided that it already provided the hare solution. Its decrease can be understood as that hunters need one more action to reach the preys, which is something we can expect when dealing with maps that can get up to twice as big as the training one.

In contrast, the major difference is found for the CE algorithm, which was capable of efficiently hunting the stag in the training scenario obtaining the maximum possible game score and now, instead, obtains an average of two hares per run when facing different scenarios no longer being able to obtain all the stags within the map. In fact, there needs to be taken into account that, given that the game time \( T \) is not increased, for some scenarios, it can be impossible to reach the stags. Nevertheless, its performance is in pair with the REINFORCE algorithm as it is still able to go for the hares triplicating the random outcomes. Even more, given that it remains deterministic for higher \( \lambda \), it is able to keep a high performance for a wider \( \lambda \) range.

As \( \lambda \) increases and the policies approach the uniform distribution, the mean results tend to the random results as well as the game win rate approaches \( \frac{1}{3} \) together with the tie and defeat rates. However, the match win rate prevails high. As a reminder, a match is a set of \( G = 100 \) games in random scenarios, which means that, even though
the policies do not outperform the random walk in all scenarios, they are better on the long run. This is due to the fact that the learned policies, despite tending towards a uniform distribution, still have moderate probability peaks (Figure 9) that guide them to the preys. Thereby, they are capable of obtaining rewards more consistently, which also means that they have less null game runs (games without reward).

With this, we can say that the distributed control generalizes to completely new scenarios at the cost of a sub-optimal solution (mainly gets hares) and can be scaled to larger and more complex problems. However, this sub-optimal strategy is what already was obtained with REINFORCE. This is a pretty interesting result, suggesting that arbitrarily large systems can be reduced to the simplest representations of themselves for training and, then, apply the resulting control back into to the original problem at the cost of full optimality.

5.2 Conclusions

The main conclusions that can be withdrawn from this work are the following

- A sample-based method can recover the sharp transition between payoff-dominant and risk-dominant regimes.

- Cooperation naturally emerges between independent agents as long as it is the optimal solution to the problem.

- A greedy cost optimization algorithm, like REINFORCE, is unable to accomplish the previous two points as it is too greedy and consistently gets stuck into sub-optimal solutions.

- The Cross-Entropy method is more robust to initial conditions and consistently finds the optimal solution.

- The addition of path-cost increases overall performance w.r.t. end-cost for all the approaches and algorithms considered.
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- A distributed control with features relative to the agents is able to generalize to completely new, larger and more complex scenarios.

5.3 Future work

There are several aspects that have not been covered within this work and some more that have opened to keep working on.

It would be interesting to do a bit of feature interpretation, consisting on the analysis of the policy parameters $\theta$ weights in order to see what are the most relevant features $\phi$ and understand the way the control takes the actions.

We would like to find a way to better scale the centralized control to systems including several agents as it supposes a strong limitation for real applications. Besides, an interesting experiment would be to try to reproduce the results obtained in this simple scenario with two agents training in larger and more complex ones and see whether we are capable of hunting the stags.

Another aspect to consider is doing a better analysis of the distributed control generalization in order to see whether cooperation is preserved or whether the stags mislead the hunters that are found alone as they are used to having a partner during training, which would be related to the feature analysis. Furthermore, there should be done some testing to find training methods that allow for better control generalization, being it training with a smart initial state, train in different initial states, etc. Apart from an analysis of overfitting vs generalization training in different game configurations as a function of the agent vision range $r$.

Finally, the distributed control could be brought a step forward and have it learn individual policies for each agent or simplify the state representation by, for example, losing resolution on the prey position by applying an encoding method similar to the one tracking the hunter positions with RBFs to avoid scaling as $\sim 2r^2$. 
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