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1 Introduction

The sharing economy is a network of peer-to-peer based activities of giv-
ing or obtaining access to goods and services through community-based
online media (Albinsson and Yasanthi Perera, 2012). With respects to the
rental market, the sharing economy can be defined as private individuals
renting property to each other. This kind of activity has experienced sig-
nificant growth in the last decades as the channels through which suppliers
and buyers find each other have changed. Through the advent of apps and
digital platforms mimicking bulletin boards, markets previously inaccessi-
ble to individuals due to time and informational constraints have relaxed
their barriers of participation (Hamari et al., 2016; Einav et al., 2016). By
charging a commission on each transaction, the companies providing the ex-
posure that individuals require for participating in such sharing economies,
have grown alongside the markets they facilitate.

Typically, markets based on the sharing of property, as is the case in
housing or carpooling, follow the design of a two-sided matching market,
in which both the proprietor as well as the person demanding the service
must explicitly agree on the transaction beforehand. The additional layer
of mutual approval may stem from the heterogeneous quality of the ser-
vice provided or goods rented, in which case the individuals seeking to
rent distinguish between offers made by attractive and unattractive service
providers. For instance, in the context of car sharing, this may be observed
in the renter’s choice being subject to reputation checks (e.g. Uber’s star
system) (Rauch and Schleicher, 2015).

The need for transaction approval can be equally important to the service
provider: a person renting his room to a stranger will first ensure them-
selves that the potential tenant fits their expectations. The importance
and existence of such confirmation-mechanisms are ultimately subject to
individual market properties (i.e. the type of good exchanged), neverthe-
less retaining a central role in the shared economies that have flourished
between private individuals.

What sets these markets apart from those typically discussed in the liter-
ature on matching is the continued use of the price as a market mechanism.
Classically, markets relying on matching do not incorporate features such
as pricing because matching arises from the constraints imposed by regula-
tion, as in the case of kidney exchanges (Roth et al., 2004) or because the
efficiency resulting from the price mechanism implies the optimal allocation
of goods, rendering other mechanisms as futile (Fama, 1970; Debreu and
Scarf, 1963; Malkiel, 2003).
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The matching literature has mostly dealt with scenarios that assess the
efficiency of allocation in the absence of prices (Roth, 1982; Shapley and
Scarf, 1974; Roth and Sotomayor, 1992; Niederle et al., 2008) identifying
measures and conditions such as thickness, congestion, stability or strategy-
proofness that play a key role in achieving efficient allocation. Yet the
prevailing algorithms (e.g. Top Trading Cycles) do in turn, rest on as-
sumptions regarding the preferences of agents.

This paper discusses a case of the sharing economy that acts as a “hybrid
market” relying on prices for allocation but also including a condition of
mutual confirmation that introduces a type of matching procedure. It is
worth noting that the case discussed here violates some of the underlying
assumptions adopted in the classic literature. The authors first contextu-
alize the existence of such hybrid markets, identifying the conditions under
which they appear, then discuss the current approaches to optimizing al-
location and the problems that may arise from such methods. The paper
reviews the matching procedures used in such markets and the ramifications
they present, and then proposes a method that allows for the identification
of matching-related problems in more general conditions. To conclude, we
discuss the distributional outcomes of matching mechanisms and comment
on directions for improvement.

1.1 The market design in the sharing economy

In the context of the service-based sharing economy, individuals can be
categorised as either seekers who are looking to purchase a service, or listers
which are offering their services on the marketplace. Due to the personal
nature of the transaction, the manner in which the service is enjoyed by
both parties and the satisfaction of individuals after the completion of the
service plays a defining role in the utilities of the lister and the seeker.
The lister attempts to maximize their utility by offering their service at
the market price to a seeker whose consumption style will not produce any
negative externalities (as is the case for renting rooms to noisy tenants) nor
affect the quality of the good subsequently (e.g. the furniture in the rented
space should not suffer damages resulting from the stay). Conversely, the
seeker’s utility is also defined by the quality and limitations of the service
and the price required.

The existence of different types of seekers leads to a signaling game, in
which individuals looking to make use of a service are required to present
themselves in a favourable light to the providers. The diversity in the
quality of the services provided implies that the listers must also present
themselves accordingly, to appeal to the right seekers. The presence of
these factors leads to a compatibility check which can be seen as a practical
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implementation of a matching mechanism, subject to the same character-
istics as those discussed in the literature: Thickness, congestion, stability
or strategy-proofness (Niederle et al., 2008).

1. Thickness is the property of a market to provide enough listers and
seekers to each other as to make participation in the market efficient.
Comparable to a state of competition leading to efficient prices, a
thick market leads to pairs of individuals that are more efficient.

2. Congestion is a consequence of mismanaged thickness, in which the
lack of sufficient time for individuals to compare all available offers
leads to hastened, suboptimal decisions. Due to time constraints,
congestion is often identified in sharing economies (Fradkin, 2017).

3. Stability is the property of a match rising from the fact that neither
individual in the pair can find another outside that they would prefer
and in turn would be preferred by. In other words, a pair of a seeker
and a lister is stable if neither can find another better partner to
match with that would also prefer them to their own match (Gale
and Shapley, 1962).

4. Strategy-proofness is an emergent property of the mechanism of match-
ing by which individuals experience no profitable deviation in their
matches by misrepresenting their preferences or qualities. Strategy-
proofness is a characteristic of the algorithm used to group individuals
into pairs that has widespread consequences for the efficiency of the
matches (Dutta and Massó, 1997).

1.2 The Case of a Room-Renting Market

The market discussed in this paper is one of room rentals in the city of
Barcelona. The listers and the seekers are individuals who own or would
like to rent rooms in the city and interact with each other through the
application or online platform developed by a company named Badi 1. Due
to the large number of individuals active on the platform, it is impossible
to identify the entire set of preferences a user has for potential matches
(it is unfeasible to ask a user to rank every lister or seeker), leading to a
state of congestion as people seek to transact faster than efficient matching
would allow, as well as a lack of stability stemming from the influx of
new users. To constrain matters more, the demand for individuals bearing
specific characteristics leads to conditions where seekers and listers mask
their own attributes for more desirable ones in an attempt to match with
more individuals (e.g. silent roommates are preferred, so people will present
themselves as such).

1https://www.badi.com
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Companies like Badi offering to improve matching in such markets there-
fore rely on algorithms that operate in spite of the constraints imposed.
Taking into account the limited attention span that users have when rat-
ing potential partners, the company’s algorithm attempts to maximize the
number of matches by suggesting individuals to each other which are more
likely to be preferred. Instead of asking users to rank all potential matches,
the platform reduces this to a binary decision: “Do you consider this per-
son a suitable potential flatmate?”. If both users opt “yes” they may start
a chat and proceed further. The algorithm minimizes the length of the
search process a user undergoes to find a good match, by reducing the
number of partners users have to sift through. A consequence of such an
approach is the fact that an individual’s exposure to the market, and there-
fore the quality of the service provided, is now contingent on how suitable
the algorithm considers them for matching. If a relatively unpopular in-
dividual that had a low but nonzero probability of finding a room, has
an even lower chance under the algorithm, one may consider this loss as
indicative of discrimination. Consider for instance, the possibility of an
algorithm that systematically diminishes the exposure of a specific gender
or nationality. The existence of such algorithms has been subject to in-
tense discussion, predominantly in the literature of machine learning and
computational statistics under the term algorithmic bias (Crawford et al.,
2014; Kirkpatrick, 2016; Hajian et al., 2016; Richterich, 2018).

Instances of discrimination or welfare loss resulting from poorly devel-
oped algorithms have been found in policing systems and judicial insti-
tutions (Angwin et al., 2016), in commercial access to services (Crawford,
2016), as well as in differential treatment in online representation (Sweeney,
2013). In recognizing the proliferation of algorithmic approaches in the
shared economy, the possibility of systematic discrimination bears more
weight in the design of algorithms and matching markets than ever before.
In the following section we outline an approach that identifies such biases.

2 Method

2.1 Matching Procedure and Data Collection by Badi

Prior to identifying patterns of discrimination in the market hosted by
Badi, we explain the procedure that individuals undergo to find a room
or roommate. When an individual seeks access to the market through
the platform, they must first specify whether they are a seeker or a lister.
Following this classification, they are asked to create a profile in which
they state their name, age, gender, place of residence, short biography, and
personality. The personality is described with the help of six scales ranging
from zero to ten, where a larger number represents a greater inclination for
a trait. The personality traits measured are: degree of sociability, athletic
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inclination, degree of tidiness and organisation, degree of “geek” culture,
openness to party, and the willingness to partake in an active lifestyle.

As the ratio of seekers to listers is five to one, the company aims to
maximize the number of matches between individuals by first targeting the
preferences of the listers. The procedure for matching is as follows:

1. Multiple seekers are first suggested to each lister in their local area.
This is done without specific actions from either user, through a ran-
domised procedure in which all seekers have the same probability
of getting suggested (conditional on certain priors), or through the
medium of the algorithm which suggests certain seekers to specific
listers.

2. Following the suggestions, the lister responds: “Yes”/”No”. If and
only if the lister’s response is positive, a message is sent to the seeker
notifying him of a potential flatmate. The relationship between a
seeker and a lister at this stage is called a Semi Match, as the lister
is interested, but the seeker has not yet reciprocated.

3. If the seeker responds in kind, a Final Match is created, which opens
up the the possibility to chat with each other. Figure 1 illustrates
this in more detail below.

Figure 1: Diagram of the matching process in Badi

Both seekers and listers may procure an unlimited number of final and
semi matches. Both the random and the algorithmic recommendation en-
gines will only stop suggesting a seeker profile after two weeks of inactivity.
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The relationship between the nature of the suggestions and the amount
of semi and final matches may be modeled as follows: the recommendation
engine may change the seeker’s exposure by varying the amount of times
they are suggested to listers. Additionally, the quality of the suggestions
may change, that is, the seeker is suggested to listers that are more likely to
respond positively to their profile. While the change in quality is an implicit
property of the recommendation engine, the exposure is directly observable
through the number of times a seeker is suggested. Figure 2 illustrates this
below. We hypothesize that both these parameters affect the number of
semi matches a seeker experiences while active on the platform.

Following a review of the determinants of semi matches, we explore the
changes in final matches a seeker experiences as a result of being subjected
to the algorithm. Once more, the recommendation engine may affect the
number of final matches in two ways: by increasing the amount of listers a
seeker can choose from (effectively boosting the number of semi matches)
or again through the channel of recommendation quality. Such a case in
which a seeker receives the same amount of interested listers under the
algorithm as under the random engine, yet has higher number of final
matches would be due to the channel of quality. Having established all the
possible channels through which the recommendation engine may affect
the quality of the matching service an individual relies on, we turn our
attention to the prospect of algorithmic bias.

Figure 2: Relationship between exposure, semi matches and final matches

2.2 Algorithmic Bias

Algorithmic Bias is the systematic discrimination of subgroups through
a negative change in the services provided. As pointed by Hajian et al.
(2016), such biases may exist in the absence of bad intentions from the
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platform developers. This may result from algorithms being trained on an
unrepresentative dataset which in turn incorporates the harmful connec-
tions (for a detailed case see Angwin et al. (2016)). But even a company
suppressing sensitive variables from the inputs of their matching service in
hopes of sidestepping the problem, may run into complications. Discrimi-
nation can arise from correlations in the data, where the omitted variables
are grouped simply through their association to other trends (Hajian et al.,
2016).

Given the fact that listers and seekers are subjected to slightly different
procedures, this paper focuses its effort on the seekers as they make up
the vast majority of the population. The listers may also experience bias
however given the high demand for rooms we recognize this to be of little
importance. In the context of the matching market discussed here, a bias
would entail a significant decrease in the number of semi matches an in-
dividual amasses. This definition hinges on the objective function of the
algorithm - to maximise the number of semi matches. However, it is worth
considering at what cost a seeker receives interested listers.

As mentioned before, the attention of listers is quasi-limited, meaning the
task of suggesting seekers to them takes the form of a zero sum game. While
no formal constraint exists, it can be assumed that seekers compete for the
attention of the listers. As such, one must consider how many resources
(how many listers should be informed) have been allocated to achieve a
number of semi matches for a seeker. The algorithm may therefore change
the experience of the seeker (with respect to the random engine) in a variety
of ways, as shown in figure 3 and explained below.

A matching algorithm may present no visible advantage at creating semi
matches for a specific seeker. As is shown in the upper right quadrant in
figure 3, any increase in the number of semi matches is a direct result of
a specific seeker being recommended more. This setting may be consid-
ered typical; the advantage provided by the algorithm versus the random
engine rests on the fact that a user receives more exposure. However such
an approach cannot be sustainable for all users, due to the soft zero-sum
constraint explained above. If some users gain attention through more sug-
gestions, others will lose some. A well designed algorithm may address this
constraint and recommend seekers to a smaller, but more suitable group of
listers. This may be regarded as the ideal scenario (upper left quadrant);
less attentional resources are used per seeker to achieve a higher number
of semi matches.

The relationship between exposure and semi matches may in some cases
even be negative and would stem from a badly designed algorithm. An
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Figure 3: Potential scenarios

algorithm that requires more resources and produces less output than a
random engine is clearly pareto-inferior (lower right quadrant, ”Unfit Al-
gorithm”).

The final scenario we consider is one of algorithmic bias. An algorithm
that decreases the exposure a seeker receives as well as the number of
semi matches could be said to intentionally marginalize a person from the
marketplace, effectively discriminating. The choice of these two criteria
in defining bias (decrease in exposure and semi matches) rests on both
normative and legal arguments: services discriminating on the basis of
gender, ethnicity or health status are prohibited by numerous legal systems
(e.g. the Spanish constitution2) as well as the universal declaration of
human rights3.

By making use of this technique, one can visualise the change in the
relationship between exposure and semi matches experienced by each indi-
vidual seeker in figure 4.

2art.14 CE, 1975
3UN G. A. 1948
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Figure 4: Individual level bias

As is visible in the figure, a substantial amount of individuals do seem
to fall victim to what we have defined as bias (lower left quadrant). Yet
it remains unclear at what point this bias starts or where one may set the
threshold (How far does one have to deviate from the origin?). As the
data depicted is measured at an individual level, there is no possibility
for inferential statistics, therefore a method relying on intervals must be
implemented. Moreover, algorithmic discrimination is problematic when it
systematically targets subgroups of the population on the basis of gender,
age or ethnicity. In figure 4, it is not clear if the seekers have fallen vic-
tim on the basis of such criteria. We introduce a method to identify the
existence of biases at group levels. A further section is dedicated to the
relationship between changes in semi matches and those in final matches
in a discussion around efficiency, utility and welfare.

2.3 Group Level Discrimination

In order to establish the existence of group level biases one must identify
consistent discrimination for a specific subgroup. While conditioning on
age, nationality and gender may appear to be a sensible approach, consider
the interactions of these traits with personality characteristics. The algo-
rithm may work differently for seekers with different personalities, and the
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distribution of gender, age and nationality over the different personality
types presented itself is highly uneven. Identification therefore took the
following form:

Biasseeker group = (#Semi matches|Age group, gender, personality, random)

−(#Semi matches|Age group, gender, personality, algorithm)

conditional on lower exposure in the algorithmic case.

A positive significant difference indicates a bias.

The dataset offered by Badi introduced some general limitations: the
vast majority of users were Spanish (approximately 95%) meaning that
our analysis could not be conducted on the basis of nationality, due to
insufficient data. Restricting the evaluation to age and gender however led
to a second limitation. As seekers rated their personality on six dimensions
each consisting of eleven increments (0-10), the number of cases one had
to condition on to compare became unfeasibly large (gender:2, age:50+,
personality type: 11ˆ6). To address the problem of dimensionality, we took
advantage of the k-means clustering algorithm (MacQueen et al., 1967) and
used the elbow method (Goutte et al., 1999; Makles, 2012) to identify the
suitable number of groups. The elbow method relies on calculating the
sum of squared errors within clusters (WSS) and overall (TSS), for a given
number of groups. By computing the ratio of the WSS to TSS, known as
η2 for multiple clusters k, one can trace the rate at which variance becomes
explained by the groups.

η2k = 1− WSS(k)

WSS(1)
= 1− WSS(k)

TSS
∀k ∈ K

The optimal number of clusters is found at the last point on the plot
at which the increase in variance explained by the groups is visibly larger,
after which splitting the population into even more clusters does not add
any information but merely leads to overfitting. The data suggests that
splitting the seekers into seven groups on the basis of the six personality
dimensions is optimal. The elbow plot is in the appendix (Figure 7), while
the table below presents a descriptive label for each group (see appendix
for means of each characteristic for each cluster in Table 9).
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Cluster Defining Property
Cluster1 Introvert and disorganized
Cluster2 Extrovert and not athletic
Cluster3 Lazy organized
Cluster4 Partying geek
Cluster5 Social organized
Cluster6 Lazy geek
Cluster7 Disorganized lonely

The other variables that had their dimensions reduced were seeker and
lister age. The population sizes at different ages vary slightly between
the listers and the seekers because the mean age for the listers (34) is
higher than that of the seekers (30). The age intervals are: 1 (18-23),
2 (24-29), 3 (30-40) and 4 (over 40). For both cases, the proportion of
listers and seekers in each age group is roughly equal. Having addressed
the disparity between the number of seekers in our dataset (43,747) and
the number of dimensions (≈10ˆ9) we sorted our seekers into 56 groups
(sex:2×age group:4×personality cluster: 7) and applied the previously ex-
plained method on bias identification, leading to the following graph.

Figure 5: Group level bias

In the graph above at the group level, the majority of observations do
fall into one of the four quadrants. The added advantage of a group level
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analysis is the introduction of significance thresholds. While the majority
of the points do not intersect the axes, hypothesis tests conclude that only
four cases experienced significant changes in semi matches as well as ex-
posure, when transitioning from random to algorithmic. The tables below
review these differences.

2.4 Summary

Table 1 outlines the fact that the amount by which females are rec-
ommended through the algorithm or the random engine does not diverge
significantly for most groups. Only for the three cases of the second cluster
(extrovert and non-athletic) in the age intervals 18 to 40, is the algorithm
exposing the seekers less (sig. at 10%). In table 2, we observe that the
lower exposure of the three groups does not translate into significantly
fewer semi matches. While we cannot comment on whether the algorithm
is truly more resource-efficient, we can state with certainty that females
are not subject to bias.

Table 1: Average exposure for each female

Clusters
Age 1 2 3 4 5 6 7

18-23
Algo 4.5680 4.7959 5.0446 5.1130 6.0197 5.1766 4.5125

Random 4.4280 5.1980 5.2030 5.1815 6.2988 5.6632 4.8172
p-value 0.5255 0.0765 0.5121 0.8763 .5639 0.2415 0.5464

24-29
Algo 4.8376 4.9495 5.1673 5.2973 5.2393 5.8936 5.6028

Random 4.8076 5.3726 5.2658 5.3198 5.6312 6.2284 5.7399
p-value 0.8953 0.0260 0.6161 0.9522 0.1206 0.4306 0.6856

30-40
Algo 4.9390 5.7679 5.8252 7.4644 5.9553 6.0572 5.8598

Random 5.0971 6.4270 6.1313 8.1423 6.4262 6.6114 5.9800
p-value 0.5098 0.0862 0.3393 0.4858 0.2055 0.3570 0.7771

41-77
Algo 4.9478 6.0096 5.7674 4.8182 5.9636 5.8889 6.1437

Random 5.2609 7.0192 6.0242 4 5.8461 7.2889 6.5375
p-value 0.5435 0.4492 0.6283 0.3942 0.8391 0.2573 0.6119

For the male seekers, table 3 shows that for two groups (cluster 1 ages
30-40; cluster 5 ages 24-29), the exposure increases significantly under the
algorithm. In the table 4, cluster 6 (lazy geeks) aged 24 to 40 has benefited
from the algorithm with increased numbers of semi matches. These cases
may be considered “ideal scenario” as they achieve a favourable outcome
with the same exposure. Additionally, individuals in cluster 5 (social or-
ganized) aged 18-23, 30-40 and 41-77 and cluster 4 (partying geek) aged
24-29 have also benefited from the algorithm. Overall, no group-specific
bias has been identified. Results indicate that the algorithm is performing
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Table 2: Mean semi matches for each female cluster

Clusters
Age 1 2 3 4 5 6 7

18-23
Algo 0.3474 0.3781 0.3784 0.3781 0.3682 0. 3474 0.4006

Random 0.3673 0.3861 0.3791 0.3554 0.3632 0.3559 0.3682
p-value 0.2625 0.5540 0.9610 0.3970 0.8349 0.7008 0.2325

24-29
Algo 0.3860 0.4108 0.3870 0.3811 0.4055 0.3944 0.3879

Random 0.3872 0.4124 0.3896 0.4161 0.3939 0.3743 0.3889
p-value 0.9358 0.8887 0.8056 0.1008 0.4231 0.2668 0.9549

30-40
Algo 0.3298 0.3733 0.3699 0.3777 0.3959 0.3168 0.3614

Random 0.3410 0.3672 0.3560 0.3924 0.3869 0.3924 0.3851
p-value 0.4770 0.7201 0.4220 0.6278 0.5719 0.0026 0.2276

41-77
Algo 0.2331 0.3082 0.2646 0.4442 0.2743 0.2670 0.2359

Random 0.2267 0.2560 0.2783 0.1818 0.2801 0.2424 0.2472
p-value 0.7831 0.2501 0.4442 0.0053 0.8359 0.6869 0.7416

slightly better for the males than for the females. Amongst the males, the
“social organized” and “lazy geeks” have benefited the most, while amongst
females it is the “extrovert and not athletic” group.

Table 3: Average exposure for each male

Clusters
Age 1 2 3 4 5 6 7

18-23
Algo 4.5976 5.2729 5.5631 5.8436 5.7965 5.4850 5.6071

Random 4.7422 5.2439 5.5072 5.8651 5.6216 5.7462 5.8801
p-value .6913 .9288 0.9026 0.9558 0.6949 0.4931 0.6492

24-29
Algo 5.4072 6.0012 5.9380 5.9621 6.4238 6.1513 6.1040

Random 5.2002 5.6703 5.5427 5.6722 5.9247 6.0686 5.8768
p-value 0.5089 0.1956 0.1705 .2661 0.0399 .7823 0.5558

30-40
Algo 6.1717 7.0943 6.8640 6.8683 7.3048 7.1623 6.8876

Random 5.5327 6.8306 6.8026 6.6695 7.0877 7.0030 6.7609
p-value 0.0497 0.5659 0.8815 0.6314 0.4921 0.6936 0.7517

41-77
Algo 5.6381 7.292 7.7138 6.0926 7.1689 7.6914 7.1892

Random 6.0963 8.608 8.3684 7.2037 7.9128 8.6171 8.3181
p-value 0.3728 0.2038 0.2871 0.4044 0.2313 0.4268 0.1512

We observe that the age interval with the highest numbers of semi
matches is 24-29, while the oldest individuals have the lowest instances.
Moreover, for both females and males the most unpopular cluster (table 2
and 4) is the first (introvert and disorganized). The females in cluster 2
(extrovert and non-athlete) and the males who fall under “partying geek”
and “social organized” have the highest number of semi matches.
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Table 4: Mean semi matches for each male cluster

Clusters
Age 1 2 3 4 5 6 7

18-23
Algo 0.1860 0.1993 0.2030 0.1961 0.2230 0.2058 0.1875

Random 0.1799 0.1963 0.1935 0.2162 0.1934 0.2078 0.1897
p-value 0.7517 0.8266 0.5995 0.1736 0.0629 0.8933 0.9141

24-29
Algo 0.1966 0.2462 0.2250 0.2513 0.2490 0.2370 0.2492

Random 0.1977 0.2332 0.2166 0.2263 0.2419 0.2091 0.2346
p-value 0.9376 0.2108 0.5139 0.0216 0.4869 0.0103 0.2875

30-40
Algo 0.2008 0.2106 0.1954 0.2346 0.2281 0.2346 0.2256

Random 0.1853 0.2122 0.2054 0.2404 0.2115 0.2107 0.2021
p-value 0.2091 0.8928 0.3590 0.6777 0.0698 0.0106 0.0554

41-77
Algo 0.1468 0.1574 0.1567 0.1472 0.1812 0.1736 0.1650

Random 0.1459 0.1668 0.1591 0.1353 0.1525 0.1758 0.1587
p-value 0.9591 0.6553 0.8427 0.6934 0.0295 0.9327 0.6949

3 Developing a formal model

3.1 The First Step: The Bias (from exposure to semi match)

Following a review of the seeker groups and the changes experienced by
them under the algorithm, we explore the role exposure plays in facilitat-
ing semi matches more generally. Understanding the role exposure plays
serves as an indication of how much the algorithm relies on the quantity of
suggestions as opposed to their quality (see figure 2 again for channels).

1. In the first model (column 1 of table 5) we begin by modelling the re-
lationship between a seeker’s exposure and their semi matches in both
random and algorithmic cases. Additional explanatory variables are
added gradually to detect whether the exposure coefficient changes.

2. In the second column the model includes the seeker’s gender, their
personality cluster and the age group. The third column adds their
interactions.

3. The fourth version adds covariates detailing the type of recommen-
dation each seeker had on average. This is measured by gendermatch
(the percentage of recommendations in which a seeker was suggested
to the same gender) and agematch (same principle applied to age
groups).

4. In the fifth and final specification we include social proximity mea-
sures, six variables that note the absolute mean distance a seeker has
to their listers across all recommendations on each of the six scales.
To illustrate, consider a seeker with a score of seven on the “organ-
ised” scale and a lister with a score of four; the proximity measure
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generated is three. In the model we use the averages of each seeker.

The model specification is as follows:

#Semi matches = β0 + β1Exposure + β2Seeker Controls

+ β3Recommendation Controls

+ β4Social Proximity Measure + ε

Table 5 shows that on average the random engine generates more semi
matches than the algorithmic one. The interaction of the random variable
with exposure illustrates the fact that the same amount of suggestions leads
to fewer semi matches under the algorithm. Not only is the algorithm less
generous in suggesting seekers, it is also suggesting them to listers that
are less interested in them. A further noteworthy detail is the fact that
female seekers exhibit an increased probability of getting a semi match as
opposed to their male counterparts. In addition, the interaction of gender
with the random engine, while positive, is not significant - indicating again
that women are not subjected to a bias.

The coefficients for the age groups (not specified above) while significant,
state that the algorithm does a better job of attaining semi matches than
the random engine. Once more, we observe no systematic discrimination
on the grounds of either gender or age groups. The model confirms the
results in the tables.
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Table 5: Semi match and Exposure

(1) (2) (3) (4) (5)
Semi match Semi match Semi match Semi match Semi match

Exposure 0.261∗∗∗ 0.265∗∗∗ 0.265∗∗∗ 0.265∗∗∗ 0.265∗∗∗

(0.006) (0.006) (0.006) (0.006) (0.006)
Random 0.144∗ 0.109∗ 0.162∗∗ 0.224∗∗∗ 0.153∗

(0.041) (0.038) (0.031) (0.024) (0.049)
Random*Exposure -0.029∗∗ -0.031∗ -0.031∗∗ -0.031∗∗ -0.031∗∗

(0.007) (0.007) (0.007) (0.007) (0.007)
Gender (Female=1) 0.821∗∗∗ 0.848∗∗∗ 0.853∗∗∗ 0.854∗∗∗

(0.023) (0.001) (0.002) (0.003)
Random×Gender 0.112∗ -0.001 0.007∗ 0.010

(0.031) (0.002) (0.003) (0.005)
Clusters yes yes yes yes
Random×Cluster yes yes yes yes
Age group yes yes yes yes
Random×Age group yes yes yes yes
Cluster×Age Group (28) yes yes yes
R×C×A yes yes yes
Cluster×Gender (14) yes yes yes
R×C×G yes yes yes
Age Group×Gender(8) yes yes yes
R×A×G yes yes yes
Cluster×Age×Gender (56) yes yes yes
R×C×A×G yes yes yes

Gender Match -0.042(*) -0.043∗

(0.014) (0.016)
R×Gender Match -0.063∗ -0.066∗

(0.018) (0.019)
Lister Gender -0.124∗∗∗ -0.131∗∗∗

(0.018) (0.016)
R×Lister Gender -0.081∗∗ -0.085∗∗

(0.018) (0.019)
Age Match yes yes
R×Age Match yes yes
Proximity(6) yes
R×Proximity(6) yes
Constant 0.137∗∗∗ -0.425∗∗∗ -0.399∗∗∗ -0.318∗∗∗ -0.193∗

(0.017) (0.045) (0.028) (0.027) (0.064)

R-squared 52.6% 55.95% 56.02% 56.08% 56.17%
Observations 87,494 87,494 87,494 87,494 86,801

R - Random; C - Cluster; A - Age group; G - Gender

Standard Errors calculated at cluster level

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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3.2 The Second Step: The Efficiency (from semi match to final
match)

The model for the second stage brings into focus the relationship between
semi matches and the number of final matches a seeker obtains. Follow-
ing the style employed in the first stage, the relationship between the final
matches and semi matches is accompanied by the same covariates as those
from table 6.

The model specification for the second step:

#Final matches = β0 + β1#Semi matches + β2Seeker Controls

+ β3Recommendation Controls

+ β4Social Proximity Measure + ε

Table 6 indicates that for every additional semi match a seeker obtains,
their chances of receiving a final match are increased. A positive coefficient
is unsurprising as semi matches are required for final matches to form. Nev-
ertheless, the question of whether the importance of semi matches changes
under the algorithm is pertinent one, as it indicates the channel the algo-
rithm relies on (quality vs. quantity). The interaction between the random
dummy and the semi match variable is non-significant, suggesting that the
algorithm does not rely on the quality channel.

Another remarkable trend is that for females, the algorithm is less effec-
tive in increasing the final matches through the number of semi matches.
One of the potential explanations could be that, as seen in table 5, females
have an overall higher chance of getting semi matches under the algorithm.
As a result, they have a larger pool of listers to choose from and may
therefore be more selective. The relationship between the number of inter-
ested users a person has and rigour of their selections is a topic that merits
attention. In table 6 we only included the final model.
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Table 6: Final Match and semi match

(1)
Final Match

Semi match 0.167∗∗∗

(0.007)
Random -0.019

(0.010)
Random×Semi match -0.003

(0.004)
Gender (Female=1) -0.093∗∗∗

(0.005)
Random×Gender 0.049∗∗∗

(0.004)
Clusters yes
Random×Cluster yes
Age group yes
Random×Age group yes
Cluster×Age Group (28) yes
R×C×A yes
Cluster×Gender (14) yes
R×C×G yes
Age Group×Gender(8) yes
R×A×G yes
Cluster×Age×Gender (56) yes
R×C×A×G yes
Gender Match -0.010

(0.004)
R×Gender Match 0.028∗∗

(0.007)
Lister Gender 0.028∗

(0.008)
R×Lister Gender 0.017

(0.009)
Age Match yes
R×Age Match yes
Proximity(6) yes
R×Proximity(6) yes
Constant -0.007

(0.009)

R-squared 26.4%
Observations 43747

R - Random; C - Cluster; A - Age group; G - Gender

Standard Errors calculated at cluster level

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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4 Distributional Considerations

4.1 The Utility of Market Access

Up until now, the paper has attempted to determine the quality of the
service offered by Badi as a function of the semi matches or final matches.
While this gives a broad overview of how the algorithm performs, a set
of normative aspects commonly discussed in the context of market access
merit closer attention. The notion revolves around the utility a seeker
experiences from a given match. Would it be realistic to infer that the
utility of the first final match is akin to that of the fifth one? Or the 15th?
This section reviews the outcomes of the two recommender engines from a
utilitarian and distributional standpoint.

Resting on the assumption that a service leading to a higher number of
final matches is superior, we introduce the utility function:

Utility = 3× (x)0.25

where x is the number of final matches or market access (for the sake of
brevity, we do not consider prices or amenities or whether they finally rent
a room). We observe the following properties:

1. A seeker’s utility in using the matching service is independent of the
outcome of other seekers or listers and is a direct result of the number
of final matches he or she experiences.

2. The function has outputs in the range [0,+∞) and is continuously
differentiable

3. Utility is monotonically increasing, with U(0) = 0.

4. The limit of the first derivative is positive infinity as x approaches
zero, and zero as the input tends to infinity, complying with Inada
conditions (Inada, 1963)

In attributing a utility to each seeker in the market, we consider the over-
all welfare of the users on the platform under the random and algorithmic
engines. Assuming the utilitarian stance that each individual is equally
important:

Welfare =
N∑
i=1

Utilityi

We consider how efficiently resources were allocated in maximising the level
of welfare. Table 7 shows that the average number of final matches as well
as the mean utility experienced by a seeker in the algorithmic case is lower.
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Given that the marginal utility is decreasing, we calculate the amount of
final matches that were “misallocated” in contributing to the current level
of welfare. While the recommendation engine only has partial control over
the number of final matches, the essence of the argument rests on the fact
that the algorithm is further exacerbating differences in utility, leading to
suboptimal levels of welfare.

Table 7: Welfare function

Engine
Welfare Random Algo

E(Final Matches) 0.2725 0.2602
Utility(E(Final Matches)) 2.1676 2.1427
E(Utility) 0.5250 0.4967
EDEM 0.0009 0.0007
Loss in matches 0.2716 0.2595

The equally distributed equivalent number of matches (EDEM) is in-
spired by the EDEI measure used in the literature on income inequality
(Atkinson, 1970). EDEM is the number of matches that every individual
in a group would have to receive to achieve the same degree of welfare that
is observed in the existing unequal distribution. A larger EDEM indicates
a more equal society and less wasted resources. As is visible in the table
above, the algorithm is less equitable in terms of market access.

4.2 The distributional analysis (Concentration curve)

Figure 6: Concentration curves
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There are a number of shortcomings with measuring inequality through
the utilitarian approach. It is limited in solely depending on the final
matches a person receives and rests on the rather strong assumption that
every individual has the same utility function (Sen, 1979). We respond to
this shortcoming by exploring the level of inequality by means of a concen-
tration curve (Lorenz, 1905). Similar to the Lorenz curve, this indicator
maps the cumulative distribution of individuals to their cumulative final
matches. The graph orders individuals by their “wealth” or number of
matches, meaning the poor are counted first. A curve close to the 45 line
indicates that wealth increases at the same rate at which individuals are
counted, implying an equal society. The stronger the deviation from the
45◦ line, the larger the gap between the rich and the poor. As depicted in
Figure 6 above, the concentration curve for the algorithm deviates more
from the line than the random one, confirming the inequality concerns
first raised by the EDEM measure. For both engines, we observe that a
staggering 85% of the population experiences no final matches.

5 Discussion and Conclusion

Within the Economics literature, discrimination has mostly been consid-
ered a product of unethical individual preferences and has focused on policy
implementations that mitigate the disadvantages faced by subgroups (Neu-
mark et al., 1996; Bertrand and Mullainathan, 2004; Goldin and Rouse,
2000) particularly in the area of labour market policies (Deakin et al.,
2005; Siegelman and Heckman, 1993; Turner et al., 1991; Becker, 1971).
The prospect of such harmful trends being augmented through algorithmic
optimization processes is a notion that has mostly captured the attention of
researchers in the fields of computer science and machine learning (Craw-
ford and Schultz, 2014; Crawford et al., 2014; Kirkpatrick, 2016; Hajian
et al., 2016; Richterich, 2018), its implications not having been considered
from an economic standpoint. Given the increased use and dependence
of markets on algorithmic optimisation processes (Rauch and Schleicher,
2015) this paper makes a first attempt to introduce the notion of bias and
outline the economic conditions in which it appears, as well as enquiring
into a potential efficiency-equity tradeoff.

To our surprise, the algorithm underperformed the random recommenda-
tion engine in almost every measure it was subjected to. With the exception
of a few arbitrary groups, it generally exposed seekers less - yet proved rel-
atively ineffective in using the alternative channel of quality to increase a
seeker’s semi matches. The second stage model served to show that the
semi matches generated by the algorithm were in no way superior to those
resulting from the random engine, as would be the case if the final match
count went up. Within the confines of the dataset provided, we find no
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reason to believe that the algorithm is offering an overall superior service.

Nevertheless, it is worth mentioning that our models rely on a number
of assumptions that were made due to the constraints imposed by the
data. As the information used for this analysis is a fraction of the entire
activity present on Badi’s network, it is impossible to estimate the bounds
of the number of suggestions that can be answered by listers. The zero
sum restriction is therefore an existing but vague limitation that hinders
us from making a statement on whether all resources were used (i.e. were
all the suggestions that could be answered, sent out?).

Additionally, the data used in this analysis does not include all activ-
ity related to a particular user. If a seeker is suggested above average it
is considered that the algorithm does increase his exposure, however in
the absence of all recommendations being available it is unfeasible to state
how representative the increase truly is. We assume that all recommenda-
tions had the same likelihood of being selected for our data, and therefore
our conclusions do mirror the larger trends. This restriction can only be
overcome by using all available data- a decision that ultimately rests with
Badi.

The suggestion and matching process involves one more aspect that
proved challenging to quantify and was therefore omitted. The majority of
profiles contain a picture of the user, and given the possibility of physical
appearance or other features affecting the decision of accepting someone
as a potential roommate (Pope and Sydnor, 2011) - this could lead to an
omitted variable bias in our model if the picture features correlate with the
other variables. While we consider this an unlikely scenario, it could be a
reason behind the models’ reduced explanatory powers (our R2 was around
56% for the first stage and 25% for the second).

In spite of these limitations, our approach and conclusions remain conse-
quential: systematic discrimination continues to gain importance and the
measures used in identifying it in markets play an important first step
in tackling its effects. A topic that requires a comprehensive debate is
the extent to which an algorithm is responsible for minimizing existing
discrimination, and the viability of such a task. How much can a match-
ing mechanism correct? What laws must be implemented to ensure an
equitable access to the market while still improving the utility of each in-
dividual? As the algorithm reviewed here presented no efficiency gains,
this question could not be answered fully. The methods presented above
may provide a foundation for the development of ethical algorithms in the
context of matching markets.
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Appendix

There are some priors defined in the random engine that changes the
probability of an individual being recommended by the random engine. To
account for this endogeneity, we first estimate a differenced model where
the dependent variable is the change in the number of semi matches from
algorithm to random and the variable of interest is the change in the num-
ber of times an individual is exposed from algorithm to random. We run
multiple specifications with various controls to see if the coefficient is ro-
bust across models.

Table 8: Semi matches and Exposure

(1) (2) (3) (4) (5)
∆Semi match ∆Semi match ∆Semi match ∆Semi match ∆Semi match

∆Exposure 0.253∗∗∗ 0.253∗∗∗ 0.253∗∗∗ 0.253∗∗∗ 0.253∗∗∗

(25.26) (25.51) (25.46) (25.50) (25.20)
Gender (Female=1) -0.131∗∗ -0.217∗∗∗ -0.222∗∗∗ -0.217∗∗∗

(-5.08) (-112.98) (-94.95) (-141.2)
Clusters yes yes yes yes
Age group yes yes yes yes
C × A (28) yes yes yes
C × G (14) yes yes yes
A × G (8) yes yes yes
C × A × G (56) yes yes yes
∆Gender Match yes yes
∆Lister Gender yes yes
∆Age Match yes yes
∆Proximity(6) yes
Constant 0.0334 0.0377 -0.0188∗∗∗ -0.0166∗∗∗ -0.0165∗∗∗

(1.75) (1.81) (-13.08) (-13.14) (-14.08)

R-squared 32.90% 33.03% 33.13% 3319% 33.23%
Observations 43747 43747 43747 43747 43058

C - Cluster; A - Age group; G - Gender

Standard Errors calculated at cluster level

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

The above table shows that adding multiple controls does not alter
the coefficient. Thus, we can infer that exposure in itself has a very impor-
tant role and does not change with the type of controls that are included
in the model. The differenced model also provides an estimate of how an
additional exposure has a different impact on the semi matches based on
the engine by which the recommendation is generated, the gender of the
seeker, the age group and the cluster.

The below table provides us the detailed description of the ”types” of
individuals in each cluster.
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Table 9: Cluster composition

Cluster Partier Athlete Organiser Active Geek Social

Cluster1 0.12 0.34 0.89 0.35 0.09 0.67

Cluster2 5.44 4.99 7.86 7.78 0.94 8.46

Cluster3 1.15 1.51 8.00 5.41 0.47 7.41

Cluster4 5.14 7.12 7.68 8.14 5.84 8.62

Cluster5 1.29 7.84 8.73 8.17 0.82 8.59

Cluster6 2.08 3.41 6.69 5.54 6.34 6.78

Cluster7 1.60 6.23 4.03 5.28 0.90 6.28

The below graph shows how we can use k-means to get the desired num-
ber of clusters by the elbow method.

Figure 7: K-means and elbow method
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