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ABSTRACT
In the general sense, mode defines the melodic framework and tonic acts as the reference tuning pitch for the melody in the performances of many music cultures. The mode and tonic information of the audio recordings is essential for many music information retrieval tasks such as automatic transcription, tuning analysis and music similarity. In this paper we present MORTY, an open source toolbox for mode recognition and tonic identification. The toolbox implements generalized variants of two state-of-the-art methods based on pitch distribution analysis. The algorithms are designed in a generic manner such that they can be easily optimized according to the culture-specific aspects of the studied music tradition. We test the generalized methodology systematically on the largest mode recognition dataset curated for Ottoman-Turkish makam music so far, which is composed of 1000 recordings in 50 modes. We obtained 95.8%, 71.8% and 63.6% accuracy in tonic identification, mode recognition and joint mode and tonic estimation tasks respectively. We additionally present recent experiments on Carnatic and Hindustani music in comparison with several methodologies recently proposed for raga/raag recognition. We prioritized the reproducibility of our work and provide all of our data, code and results publicly. Hence we hope that our toolbox would be used as a benchmark for future methodologies proposed for mode recognition and tonic identification, especially for music traditions in which these computational tasks have not been addressed yet.
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1. INTRODUCTION
In many music cultures, the melodies adhere to a particular melodic framework, which specifies the melodic characteristics of the music. While the function and the understanding of these frameworks are distinct from a culture-specific perspective, in a broader sense they may be considered as the “modes” of the studied music culture. Some of the music traditions that can be considered as “modal” are Indian art musics, the makam traditions and medieval church chants [20]. Mode recognition is an important complementary task in computational musicology, music discovery, music similarity and recommendation.

Tonic is another important musical concept. It acts as the reference frequency for the melodic progression in a performance. In many music cultures there is no standard reference tuning frequency, which makes it crucial to identify the tonic frequency to study melodic interactions. Estimating the tonic of a recording is the first step for various computational tasks such as tuning analysis [7], automatic transcription [4] and melodic motif discovery [16].

There has been an extensive interest on mode recognition in the last decade [17]. Most of these work focus on culturespecific approaches for music traditions like Ottoman-Turkish Makam music (OTMM) [13], Carnatic music [11, 12, 16], Hindustani music [9, 10, 15] and Dastgah music [1]. A considerable portion of these studies are based on comparing pitch distributions [9, 10, 11, 12, 13], which are shown to be reliable in the mode recognition task. There also exists recent approaches that are based on characteristic melodic motif mining using network analysis [15, 16], aggregating note models using automatic transcription [18] or audio-score alignment [23] and classification using neural networks [24, 26], all of which are designed specific to the studied music culture and are not generalizable to other music cultures without considerable effort. Similarly, several studies on tonic identification use pitch distribution based methods [6, 10]. More recently there has been an interest in culture specific methods for this task [2, 4, 22] that make use of heuristics and the musical characteristics of the studied tradition.

In these studies, the features extracted from the data, source code and the experimental results are not usually shared. We consider the unavailability of public tools, datasets and reproducible experimentation as major obstacles for computational music information research, especially if the relevant tasks have not been applied to studied music traditions earlier.

We present MORTY (MOde Recognition and Tonic Identi-fication Toolbox), an open source toolbox written in Python

1Excluding the commercial audio recordings, which cannot be generally made public due to copyright laws.
for mode recognition and tonic identification. It contains a
generalized implementation of two pitch distribution based
methods proposed for Ottoman-Turkish makam music [6, 13]
and Hindustani music [10]. Our primary aim is to provide
open and flexible tools for the mode recognition and tonic
identification tasks, which can be applied to different music
cultures while allowing the users to optimize the parameters
easily according to the characteristics of the studied music.
MORTY may be (and has been, see Section 6) used as a
benchmark against novel methodologies proposed.

Another motivation for this work is to provide tools for
several relevant tasks such as tuning and intonation analy-
sis [13]. Combined with automatic tonic identification and
makam recognition, these features would facilitate the cu-
ration and description of large audio corpora not only by
greatly reducing the time and effort spent on manual anno-
tations but also providing automatically extracted, reliable
information, which would be too difficult or time-consuming
for human annotators.

Our contributions can be summarized as:

1. An open toolbox aimed to set a benchmark for future
research in mode recognition and tonic identification,
which implements and generalizes the state of the art
methodologies proposed by Bozkurt and Gedik [6, 13],
and Chordia and Şentürk [10]
2. The largest makam recognition dataset for Ottoman-
Turkish Makam Music (OTMM), composed of 1000
audio recordings from 20 makams with annotated tonic
frequency and editorial metadata.
3. Exhaustive and reproducible evaluation of the afore-
mentioned two state of the art methods on the Otto-
man-Turkish makam recognition dataset.
4. Improving the state of the art in tonic identification
method applied to OTMM
5. Mode recognition experiments on Hindustani and Car-
natic music traditions to demonstrate the applicability
of our implementations on different music cultures.

The rest of this paper is organized as the following: Sec-
tion 2 provides formal definitions of the problems. Section 3
presents the implementation details and the features of our
toolbox. Section 4 describes the two state of the art methods
and their implementations in detail. Section 5 explains the
experiments and the obtained results on our OTMM dataset
and Section 6 presents our results on Carnatic and Hindus-
tani cultures. Finally, we discuss the results we obtained in
Section 7 and conclude with our comments and suggestions
for the future work in Section 8.

For the sake of open research and reproducibility, the tool-
box (Section 3) the dataset (Section 5.1), experiments (Sec-
tion 5) and results (Section 5.3) are accessible publicly via
CompMusic website.\footnote{http://compmusic.upf.edu/node/319}

2. PROBLEM DEFINITION

We define mode recognition as classifying the mode \( \mathbf{\zeta}(a) \)
of an audio excerpt \( (a) \) from a discrete set of modes \( Z := \{ \zeta_1, \ldots, \zeta_V \} \), where \( \mathbf{\zeta}(a) \in Z \) and \( V \) is the total number
of modes. The mode set is specific to music culture being
studied. In mode recognition, we assume that the tonic
frequency \( r(a) \) of the audio recording is available.

We define tonic identification as estimating the frequency
or the pitch class (if the octave information of the tonic is not
well-defined for the music culture or the performance) of
the performance tonic. We denote the tonic of an audio excerpt
as \( r(a) \). Unlike mode, tonic is a continuous variable. How-
ever, in practice, the tonic is typically constrained to be one
of the stable pitches or pitch classes performed in the audio
excerpt [10, 13]. With this assumption, tonic identification
may be (and has been, see Section 6) used as a
benchmark against novel methodologies proposed.

A third scenario arises when both the tonic \( r(a) \) and the
mode \( \mathbf{\zeta}(a) \) of the recording \( (a) \) are unknown. In this case, we
identify the tonic and recognize the mode together, which
we term as \textit{joint estimation}.

Note that these scenarios are actually multi-class prob-
lems, since the mode and the tonic may change through-
out the performance. This is a more challenging problem,
where we would not only like to obtain the set of the modes
and tonics in the performance but also mark the intervals,
where these musical “attributes” are observed.\footnote{\textbf{A manually annotated example for OTMM
is given in http://musicbrainz.org/recording/
37dd6a6a-4c19-4a86-886a-582b405d50518}}

There has not been any generalizable method proposed for either mode
recognition or tonic identification in such a scenario yet. In
MORTY, we restrict the problem on mode recognition and
tonic identification of audio excerpts with a single mode and
tonic, and leave the multiple estimation problem as a future
work to investigate.

3. MORTY

MORTY (M\textit{O}de Recognition and T\textit{onic} Y\textit{identification}
Toolbox) is free software, licensed under \textit{Affero GPLv3}.
It is implemented in \textit{Python} 2.7 and uses the open source
\textit{NumPy} and \textit{SciPy} libraries for numeric computations, \textit{scikit-
learn} for machine learning related tasks and \textit{Essentia} [5] for
audio processing. Since our motivation is handling large
audio collections like digital libraries, we also provide paral-
lelization through \textit{ipyparallel}, a part of \textit{Jupyter} project.\footnote{https://github.com/altugkarakurt/morty}

As a user manual, we provide \textit{Jupyter} notebooks that
demonstrate example usage for each method (Section 4), as
well as examples for parallelization.\footnote{https://jupyter.org/}
The toolbox was implemented with a modular approach such that it is easy to
modify and extend, which makes it possible for future users
to contribute with new features, as well as to customize the
implementations according to their needs.

4. METHODOLOGY

In MORTY we combine and generalize the two state of
the art methods, originally proposed for audio recordings
of OTMM [6, 13] and short audio excerpts of Hindustani
music [10]. The generalized methods are supervised and use \( k \)-nearest neighbors (\( k \)-\textit{NN}) estimation for classification.
Our implementations are generic such that the parameters selected in the feature extraction, training and testing steps can be optimized for the properties of the studied music tradition. We also allow the user to classify either short audio excerpts or complete audio recordings and switch between different features, training schemes and tasks as introduced in [6, 10, 13].

In the training step we use audio excerpts with annotated mode and tonic. We first extract a predominant melody for each audio excerpt. These are used to compute either pitch distributions (PD) or pitch class distributions (PCD) (Section 4.1). Next, we create mode models from these computed distributions (Section 4.2).

Given an audio recording with an unknown mode and/or tonic, we extract its predominant melody and compute the distribution. Then, we compute a distance or dissimilarity between the distribution of the test audio and the selected distributions in the training models and compute the $k$ nearest neighbors according to the computed distance (Section 4.3). Finally, we estimate the unknown mode and/or tonic as the most common candidate among the $k$ nearest neighbors (Section 4.4-4.6).

Now we proceed to explain the generalized methodology in detail. We label the tasks, features, training models and parameters in MORTY explicitly with the letters T, F, M and P throughout this Section for the sake of clarity.

### 4.1 Feature Extraction

The first step of method is predominant melody extraction (F1) [6, 10, 13]. As discussed in [3] and [6], the quality of the extracted pitch predominant melody directly affects the reliability of the computed models and predominant melody extraction methods optimized or designed for the culturespecific aspects of the studied music might be desirable at this step. The implementation of such an algorithm is outside the scope of MORTY.

We denote the predominant melody extracted from an audio excerpt, $(a)$, as $X^{(a)} = (x_1^{(a)} \ldots x_I^{(a)})$, where $x_i^{(a)} \in X^{(a)}$ is a pitch sample and $i \in [1 : I]$, where $I$ is the length of the predominant melody.

Next, the samples in the predominant melody are converted to the cent scale using the equation below:

$$x^{(r)} \triangleq 1200 \log_{2} \left( \frac{x}{r} \right)$$  \hspace{1cm} (1)

Here, $x^{(r)}$ denotes the cent distance of the frequency $x$ from the reference frequency $r$. In the training step (Section 4.2) and the mode recognition task (Section 4.4), i.e., when the annotated tonic is available, $r$ is the annotated tonal frequency of the audio excerpt. In the tonic identification and joint identification tasks the predominant melody will be normalized with respect to the several tonic candidates one by one, one of which will be identified as the tonic (Section 4.5).

Using the normalized predominant samples we compute either a pitch distribution (PD) as used in [13] or a pitch class distribution (PCD) as used in [10]. PD and PCD shows the relative occurrence of the pitch and pitch class values with respect to each other, respectively. Throughout the text we simply refer the PDs and PCDs collectively as “distributions” (F2). The values in both distributions are computed as:

$$h_n \triangleq \sum_{i=1}^{I} \lambda_n(x_i) \quad (2)$$

where $h_n$ is the occurrence computed for the $n$-th bin in the distribution $h$, computed samples $x_i \in X$ in the normalized pitch and $I$ is the number of pitch samples.

The accumulator function $\lambda$ for PDs is defined as:

$$\lambda_n(x) \triangleq \begin{cases} 1, & c_n \leq x \leq c_{n+1} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

where $x$ is a normalized pitch sample and $(c_n, c_{n+1})$ are the boundaries of the $n$-th bin. Similarly the $\lambda$ function for PCDs is defined as:

$$\lambda_n(x) \triangleq \begin{cases} 1, & c_n \leq (x \mod 1200) \leq c_{n+1} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

Note that the PCD is a “circular” feature, e.g. the first and the last bins are next to each other. Also notice that both PD and PCD are normalized such that the resultant distribution can be treated as a probability density function.

The bin size $\beta$ (P1) of the distribution determines how precise the distribution is (to the extend allowed by the cent-precision of the predominant melody) in representing the pitch space, the tuning of the stable pitches and the microtonal characteristics in a lower-level. The computed distributions might need to have a small bin size, e.g. less than a quarter tone (50 cents) for many music cultures [10, 13]. We select a constant bin size for the computed distributions, i.e. $\beta = c_{n+1} - c_n, \forall n$. The bin centers of both PDs and PCDs are selected such that the reference frequency $r$ is represented as a bin centered around 0 cents. We denote the number of bins in a distribution as $N$. Note that $N$ equals to $\lfloor 1200/\beta \rfloor$ in a PCD.

To remove the spurious peaks in the distribution, we convolve it with a Gaussian kernel and obtain a “smoothed” distribution [10]. The standard deviation of the Gaussian kernel, termed as the kernel width $\sigma$ (P2), determines how smooth the resulting distribution will get. The kernel width should be comparable to the bin size (P1) since a value lower than one third of the bin size would not contribute much to smoothing and a high value would “blur” the distribution too much. Moreover, this parameter has a direct impact on the number and the location of tonic candidates in tonic identification (Section 4.5), which might effect both the accuracy and the processing time. In our implementation, we select the overall width of the Gaussian kernel as 5 times the kernel width from peak to tail for performance reasons.

### 4.2 Training Model

As mentioned earlier, the implemented method is supervised and hence require training data, i.e. audio excerpts with the annotated mode and tonic. From a training audio excerpt $(a)$, we first extract the predominant melody $X^{(a)}$ and normalize with respect to the annotated tonic frequency $r^{(a)}$ (Equation 1). Next, the normalized predominant melodies $X^{(a,r^{(a)})}$ are grouped according to the annotated mode $\zeta^{(a)}$ of each individual excerpt.

\[ \text{The values of the bins in a Gaussian kernel, which are more than three standard deviations away from the mean are greatly diminished.} \]
The fundamental difference between the methods proposed in [10] and [13] is the training model (M) obtained in the training step. The methodology proposed in [6, 13] joins all the normalized predominant melodies and compute a single distribution per mode. On the other hand, [10] creates a separate distribution from each annotated excerpt (a). From a machine learning perspective [13] represents each mode with a single data point (Figure 1), whereas [10] represents them with many (Figure 2) in an N-dimensional space, where N is the number of bins in the distributions. From now on, we term the training models using the training step in [6, 13] and [10] as “single distribution per mode” and “multi-distributions per mode”, respectively. We denote the obtained model as $M \triangleq \{m_1, m_2, \ldots \}$. $m_j \in M$ is a tuple $(h_j, \zeta_j)$, where $h_j$ and $\zeta_j$ denotes the trained distribution and the mode label of $m_j$, respectively. The model $M$ consists of the distribution representations for $V$ modes, where $V$ is the number of unique mode labels $\zeta_v$, $v \in \{1, \ldots, V\}$ in the training excerpts.

### 4.3 Nearest Neighbor Selection

In mode recognition, tonic identification and joint estimation tasks (Section 4.4-4.6), the common step is to find the nearest neighbor(s) of a selected distribution among a set of distributions to be compared against. To find the nearest neighbors we compute a distance or a dissimilarity between the test distribution and each distribution in the comparison set [8]. We have currently implemented the distance and the similarity metrics in [13, 10], namely, City-Block ($L_1$ Norm) distance, Euclidean ($L_2$ Norm) distance, $L_3$ Norm, Bhattacharyya distance, intersection and cross correlation (P3). Note that intersection and cross correlation are similarity metrics, hence we convert them to dissimilarities (i.e. $1-$similarity) instead. The choice of the distance or dissimilarity measure plays a crucial role in the neighbor selection.

After the distances or the dissimilarities are computed, the compared distributions are ranked and the $k$ (P4) nearest neighbors are selected. We then estimate the test sample as the most common label of the neighbors. In case of a tie between two or more groups, we select label of the group, which accumulates the lowest distance or dissimilarity. Note that if a single-distribution is computed for each mode (M as explained in Section 4.2), the $k$ value is always 1, since each mode is only represented by one sample.

Now we proceed to explain the procedure for each task (T) in detail.

### 4.4 Mode Recognition

Given an audio excerpt $(b)$ with an unknown mode, we compute the distribution $h^{(b,v(b))}$ by taking the annotated tonic $r(b)$ as the reference (Section 4.1). Next we compute the distance or the dissimilarity between $h^{(b,v(b))}$ and the trained distribution $h_j$ of each $m_j$, $\forall m_j \in M$, where $M$ is the trained model, and obtain the $k$ nearest neighbors to $(b)$. We estimate the mode of $(b)$ as the most common label $\zeta_v$ within the nearest neighbors as explained in Section 4.3.

### 4.5 Tonic Identification

Given an audio excerpt $(b)$ with the annotated mode $\zeta(b)$, we first extract the predominant melody $X^k$. Then we compute a distribution $h^{(b,v(b))}$ by taking an arbitrary frequency ($\lambda$) as the reference frequency (Section 4.1). We detect the peaks in the distribution using the method explained in [25]. The peaks indicate the stable pitches performed in the excerpt. We only consider the peaks, which have a ratio between its height and the maxima of the distribution above a constant threshold (P5). We denote the set of tonic candidates as $R \triangleq \{r_1, \ldots, r_{W(b)}\}$, where $W(b)$ is the number of detected peaks. The cent distance between $r_w$ and $\lambda$ (Equation 1) is given as $r_w(\lambda) \triangleq (n_w - n_\lambda) \times \beta$, $\forall \lambda \in W(b)$, where $\beta$ denotes the bin size (P1) of the distribution (P2), and $n_w$ and $n_\lambda$ are the bin indices, in which $\lambda$ and $\lambda$ reside in, i.e. $n_w = \lambda$, $n_\lambda = \lambda$ (Equation 2). Assuming each of the peaks $r_w$ as the tonic candidate, we shift the distribution $h^{(b,v)}$ and obtain $h^{(b,v,r_w)}$ such that the $n$-th bin becomes the $(n + r_w - n_w)$-th for the PDs and the $(n + n_w - r_w \mod N)$-th (where $N$ is the total number of bins) for the PCDs, respectively and the $n_w$-th bin represents $0$ cents in the shifted distribution.

From the training model $M$, we select all the $m_j$ with the label $\zeta(b)$. Next we compute the distance or the dissimilarity between each shifted distribution $h^{(b,v,r_w)}$ and the selected $m_j$s. We select the $k$ pairs with the lowest distance or dissimilarity and select the most occurring peak $r_w$ in the neighbors as the estimated tonic (Section 4.3).

### 4.6 Joint Estimation

Given an audio excerpt $(b)$ with unknown mode and tonic, we compute the tonic candidates, $R \triangleq \{r_1, \ldots, r_{W(b)}\}$ and the distributions $h^{(b,v,r_w)}$ assuming each $r_w \in R$ as the tonic candidate as explained in Section 4.5. Next we compute the distance or the dissimilarity between each pair of shifted distribution $h^{(b,v,r_w)}$ and $m_j \in M$. We select the $k$ pairs with the lowest distance or dissimilarity and estimate the most occurring (mode, tonic candidate) pair, i.e. $(\zeta_v,r_w)$ as the mode and the tonic (Section 4.3).
5. EXPERIMENTS ON OTMM

In this section, we provide the results of the experiments we did with the implementations provided in MORTY. We did exhaustive experiments using our dataset to demonstrate some properties of these methods, find the best parameter sets for OTMM and to provide some heuristics for future users. For the sake of reproducibility all of the scripts, computed features, experiments and results are shared online.\footnote{https://github.com/sertansenturk/makam_recognition_experiments}

5.1 Test Dataset

In \cite{13}, the makam recognition methodology was evaluated on 172 solo audio recordings in 9 makams. To the best of our knowledge, this dataset represents the biggest number of recordings that has been used to evaluate makam recognition task, so far. As explained by the authors, these recordings were selected from the performances of “indisputable masters,” and therefore they are musically representative of the covered makams. Nevertheless, the results are not reproducible as the dataset is not public.

The tonic identification methodology proposed in \cite{6} was evaluated using 150 synthesized MIDI files plus 118 solo recordings. Similar to \cite{13} the data is not publicly available. To the best of our knowledge, there exists only two open tonic identification datasets for OTMM, both of which are compiled under the CompMusic project.\footnote{http://compmusic.upf.edu/}

The tonic frequency of the recordings is only used in tonic identification and its optimal value is selected as the state \footnote{The datasets are hosted in \url{https://github.com/MTG/turkish_makam_tonic_dataset/releases/}}. The parameter combinations where the bin size $\beta$ (P1) is greater than or equal to 3 times the kernel width $\sigma$ (P2) are omitted. We also conduct experiments using the raw distributions, without smoothing. When the training model consists of a “single” distribution per mode, the number of neighbors, k (P4), is always taken as 1 as each label is represented by a single data point. The minimum peak ratio (P5) is only used in tonic identification and its optimal value is found separately as will be explained in Section 5.3.

5.2 Experimental Setup

In the experiments we use stratified 10-fold cross validation. Table 1 gives a combination of the parameters used in the experimental setup. We use grid search, to find the optimal parameters for OTMM. (F1) is selected as the state of the art in predominant melody extraction for OTMM \cite{3}. The parameter combinations where the bin size $\beta$ (P1) is greater than or equal to 3 times the kernel width $\sigma$ (P2) are omitted. We also conduct experiments using the raw distributions, without smoothing. When the training model consists of a “single” distribution per mode, the number of neighbors, k (P4), is always taken as 1 as each label is represented by a single data point. The minimum peak ratio (P5) is only used in tonic identification and its optimal value is found separately as will be explained in Section 5.3.

For mode recognition, we mark the classification as \textit{True}, if the estimated mode and the annotated mode for a recording are the same. The tonic octave in the orchestral performances of OTMM is ambiguous as each instrument plays the melody in their own register. Therefore, we aim to identify the tonic pitch class. We calculate the octave-wrapped cent distance between the estimated and the annotated tonic, i.e. $\min((|e^r| \mod 1200), 1200 - (|e^r| \mod 1200))$, where $e^r$ is the normalization of the estimated tonic frequency $e$, with respect to the annotated tonic frequency $r$ (Equation 2). If the cent distance is less than 25, we consider the tonic identification as correct. In the case of joint estimation, we require both tonic and mode estimates to be correct.

For each fold we compute the accuracy, which is the number of correct estimations divided by the total number of testing data. In Section 5.3, we report the highest average accuracies of the folds for each parameter combination. For all results below, the term “significant” refers to statistical significance at the $p = 0.01$ level as determined by a multiple

The datasets are hosted in \url{https://github.com/MTG/turkish_makam_tonic_dataset/releases/}

The code of the methodology is available at \url{https://github.com/sertansenturk/predominantmelodymakam}

\footnote{https://github.com/MTG/otmm_makam_recognition_dataset/tag/v1.0.0}

\section*{5.3.2 Code and data availability}

The code of the methodology is available at \url{https://github.com/sertansenturk/predominantmelodymakam}
We compare the tonic identification results obtained in the tonic identification and joint estimation tasks with the results obtained from the current state of the art in OTMM [2]. This method is based on detecting the last stable pitch of the recording, which is typically the tonic.\(^\text{15}\)

To find an optimal for the minimum peak ratio (P5), we compute numerous distributions of each recording in the dataset using all the combinations of the bin sizes (P1) and the kernel widths (P2) given in Table 1. Then, we detect the peaks in each pitch distribution using a minimum peak threshold from 0 (no threshold) to 1 (only keeping the highest peak). For each value of the minimum peak ratio, we note the number of distributions which has the annotated tonic among the peaks (“tonic hits”) and the total number of peaks obtained from each distribution.

### 5.3 Results

By inspecting Figure 3, we observe that the probability of finding the tonic among the peaks is very high for minimum peak thresholds less than 0.4 in the expense of an exponential increase in the tonic candidates (peaks) and hence in the processing time. Since our scenario can tolerate a moderate increase in processing time, we selected the minimum peak threshold as 0.5.

Table 2 shows the best results obtained after grid search. For mode recognition, multi-distribution per mode model yields an accuracy of 71.8% with the best parameter set while highest accuracy using single distribution per mode is 38.7%. For tonic identification multi-distribution per mode performs with accuracy above 95% in 20 parameter sets and above 90% accuracy in 299 parameter sets out of 1440 experiments, where the highest accuracy obtained is 95.8%. Hence, the method is robust to a variety of parameter selections for tonic identification. On the other hand, single distribution per mode model yields 89.8% accuracy with the best parameter set. For joint estimation the multi-distribution per mode model performs with 63.6% accuracy in the best configuration while single distribution yields 27.6%.

For all three considered tasks, the optimal choices for P3, P5 and M turned out to be Bhattacharyya distance, PCD and multi-distribution per mode.

The method proposed in [2] is the state of the art for tonic identification in OTMM culture. We evaluated this approach on our dataset and obtained 79.9% accuracy. Multi-distribution per mode method outperforms this method either if the mode is known (95.8% accuracy) or not (91.5% tonic accuracy in joint estimation) with the majority of sub-optimal parameter sets. The best tonic identification accuracy using PDs and single-distribution per mode is 49.8.

Figure 4 shows the distribution of the octave-wrapped cent distances between the estimated and annotated tonic for all parameter sets with 7.5 cent bin size.

---

\(^{15}\)The open implementation is available at https://github.com/hsercanatli/tonicidentifier_makam

---

### Table 1: The summary of the tasks, features, training models and parameters used in the experiments

<table>
<thead>
<tr>
<th>Name</th>
<th>Values</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>mode, tonic, joint</td>
<td>extraction method specialized for OTMM</td>
</tr>
<tr>
<td>F1</td>
<td>predominant melody, X</td>
<td>[3]</td>
</tr>
<tr>
<td>F2</td>
<td>distribution, h</td>
<td>PD, PCD</td>
</tr>
<tr>
<td>M</td>
<td>type of the training model, M</td>
<td>single, multi</td>
</tr>
<tr>
<td>P1</td>
<td>bin size, (\beta)</td>
<td>7.5, 10, 25, 50, 100 cents</td>
</tr>
<tr>
<td>P2</td>
<td>kernel width, (\sigma)</td>
<td>“no smoothing” &amp; 7.5, 15, 25, 50, 100 cents</td>
</tr>
<tr>
<td>P3</td>
<td>distance or dissimilarity</td>
<td>(L_1, L_2, L_3,) Bhattacharyya, (1-)intersection, (1-)correlation</td>
</tr>
<tr>
<td>P4</td>
<td>number of nearest neighbors, (k)</td>
<td>{1, 3, 5, 10, 15}</td>
</tr>
<tr>
<td>P5</td>
<td>minimum peak ratio</td>
<td>([0, 1])</td>
</tr>
</tbody>
</table>

---

\(^{15}\)The open implementation is available at https://github.com/hsercanatli/tonicidentifier_makam
functions significantly improve or diminish the methods’ performances. These observations are listed below as a guidance:

- **M:** Multi-distribution training model performs significantly better than single-distribution training model.
- **F2:** PCD significantly outperforms PD.
- **P1:** Smaller bin size yields better results, however there is no significant distinction between 7.5, 15 and 25 cent bin sizes. Note that these bin sizes significantly outperform 50 and 100 cent bin sizes.
- **P2:** The 7.5, 15 and 25 cent kernel widths significantly improves the accuracy of the models compared to 50 and 100 cent kernel widths. No smoothing performs slightly worse than 7.5, 15 and 25 cent kernel widths. However, processing the distribution without smoothing is substantially slower due to the peak detection step.
- **P3:** Using multi-distribution training model and PCDs, Bhattacharyya distance always yields the highest accuracy. It is significant except using 1−intersection and L1 in tonic identification.
- **P4:** Increasing the number of nearest neighbors of \( k \) increases the accuracy. Nevertheless, the increase does not make a significant impact except \( k = 1 \), which performs significantly worse than higher \( k \) values.
- **P5:** In the tonic identification task, the true tonic is typically among the detected peaks for minimum peak ratios below 0.4. Values smaller than 0.1 increases the processing time without any meaningful improvement in tonic identification accuracy.

6. EXPERIMENTS ON HINDUSTANI AND CARNATIC MUSIC

Recently, MORTY was used as a benchmark for raga/raag recognition of audio recordings of Hindustani and Carnatic music in comparison with two novel methods [15, 16]. Below we explain the results briefly. Note that there already exists a method for tonic identification for these music traditions [14], which is reported to provide near perfect results. This method is used in both for the automatic tonic identification step. Therefore, the tonic identification and joint estimation using the methods in the toolbox are not applied during these experiments.

For the first of these methods [15], the multi-distribution method was used as the state of the art of the culture. The methods are evaluated for 10 raga and 40 raga setups. The parameters are chosen as \( \beta = 10 \) cents, \( \sigma = 10 \) cents, \( k = 1 \) using Bhattacharyya distance. These experiments were conducted for both entire recordings and the 120 seconds long excerpts. The full recording mode recognition yielded an accuracy of 89.5%, while the windowed excerpts yielded 82.2% in the case of 10 raga scenario and 66.4% and 74.1% in the 40 raga case, respectively.

In the latter work [16], the proposed mode recognition method is applicable to both Hindustani and Carnatic traditions and the multi-distribution approach was again used as the state of the art for comparison. The used Carnatic dataset is composed of 40 ragas and the Hindustani dataset 30 ragas. The results for multi-distribution method was again only reported for the optimal parameter set, which is the same as the aforementioned work. This method performed 91.7% accuracy on Hindustani and 73.1% on Carnatic datasets.

7. DISCUSSION

The drawback of the pitch distribution based methods is that they don’t consider the temporal characteristics. When we inspected the results obtained from the experiments in 5, we observed that the confusions are mainly between makams, which either have very similar intervals in their scale or contain similar sets of pitches. Similarly in [16], the proposed method was better in classifying phrase-based ragas, while our method was better at classifying scale based ones. The mode recognition using the feature proposed in [15] is able to capture both of these properties better with a slight increase in computational complexity.

In [2], the authors showed that their method outperforms the tonic identification method in [6] (using PDs with single-model per mode) for OTMM. Our results validate the findings (the best is accuracy is 49.8 as stated in Section 5.3). Nevertheless, we show that using PCDs with multi-model per mode is superior to both methods, even when the makam of the recording is not known and even if the makam is found erroneously in the joint estimation process. While the estimated tonic is typically around the annotation (Figure 4), the main confusion occurs around the fourth, fifth and seventh of the tonic, which typically act as the melodic centers and/or anchor points in the melodic progression [19].

We suggest using multi-distribution models approach with Bhattacharyya distance and PCD. If the estimation accuracy is a top priority, we suggest choosing a small \( \beta, \sigma \) (7.5 or 15 cents) and minimum peak ratio 0.15 as these parameters yield high accuracies. For use-cases like mobile or real-time applications where computational complexity plays a key role, \( \beta, \sigma \) (25 cents) and minimum peak ratio (0.4) can be bigger, since reduced feature dimensions substantially decrease the computational complexity. The number of neighbors may be chosen as any value higher than 1.

8. CONCLUSION

We presented MORTY, an open toolbox for mode recognition and tonic identification. The toolbox generalizes the state-of-the-art in pitch distribution based classification for these tasks. It is designed with flexibility in mind such that it can be easily modified and optimized to analyze large audio corpora. We evaluated the implementation on the largest makam recognition dataset of Ottoman-Turkish makam music. Our generalized method outperformed the state-of-the-art methodologies proposed for mode recognition [13] and tonic identification [6, 3]. The toolbox has also been used to benchmark two novel mode recognition methodologies proposed for Indian art musics.

MORTY is also used as a part of our makam music analysis toolbox.16 Currently it is used to analyze the tuning and obtain a statistical model for each note. We have analyzed the whole audio collection of the CompMusic makam corpus [27]. The automatic description obtained from the analysis is available via Dunya, CompMusic’s prototype web-application for music discovery.17 In the future, we plan to apply dimension reduction and hashing techniques to summarize the features and speed up the classification for real-time mode and tonic estimation on short audio excerpts. We also hope that MORTY may be useful as a general tool for tonic identification, mode recognition and tuning analysis.

16https://github.com/sertansenturk/tomato
17http://dunya.compmusic.upf.edu/makam/
applied on different modal music traditions.
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