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Abstract

This thesis proposes an approach for the early detection of Anorexia Nervosa (AN) on social media. Our method is based on machine learning techniques using the processed texts written by social media users. This method relies on a set of features based on domain-specific vocabulary, topic modelling, psychological processes and linguistic information extracted from the users’ writings. Moreover, other features are studied in order to exploit all the dataset resources. Additionally, we have compared some of the most known learning algorithms and we have introduced a minimum amount of information threshold to avoid some false positive predictions. This approach penalises the delay in the detection of positive cases in order to classify the users at risk as early as possible. By the early identification of anorexia, along with an appropriate treatment, the speed of recovery and the likelihood of staying free of the illness improves. The results of this thesis showed that our proposal is suitable for the early detection of AN symptoms in social media. Further research in this topic is needed to solve the problems stated in this project.
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Chapter 1

Introduction

1.1 Statement of the Problem

Eating Disorders (ED) are characterised by abnormal attitudes towards food and unusual eating habits \[3\]. Every 62 minutes, at least one person dies as a direct result from an eating disorder\[1\]. Anorexia Nervosa (AN) is an ED defined by the restriction in eating to keep a low weight \[3\]. With a mortality rate of 5% per decade, AN has the highest mortality rate of all mental disorders\[1\].

In 2003, eating disorders represented the third most common chronic illness in adolescent females worldwide. The prevalence of AN was about 0.3%, whereas Bulimia Nervosa (BN) was more common, with a prevalence of about 1% in young women and 0.1% in men \[48\]. In Europe, according to a more recent study conducted in 2016, AN was reported by 1-4% of women, and 0.3-0.7% of men. Among these people, only about one-third was detected by health-care \[26\]. Moreover, young people aged between 15 to 24 years old with anorexia have 10 times the risk of dying compared to their same age peers \[31\].

If left untreated, eating disorders tend to become more severe and less receptive to treatment \[31\]. The statistics mentioned above can provide an insight on how important is to detect their symptoms as soon as possible.

\[1\] Eating Disorders Coalition. Facts about eating disorders: What the research shows. (2016)
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1.2 Motivation and Objectives

Early intervention in eating disorders is essential. According to the findings of Treasure et al. [44], when adolescents with AN are given family-based treatment within the first three years of the illness onset, they have a much greater likelihood of recovery.

Due to the fact that the symptoms associated with mental illnesses have been proved to be observable on social media [32], different automated methods to detect them are being designed. The review made by Guntuku’s et al. [23] shows that most of these methods are based on the analysis of user-generated data present in online social networks, Web forums and blogs.

The current automated methods to detect eating disorders are based on machine learning techniques and do not consider the delay in detecting positive cases. We develop an approach suitable for the early detection of AN symptoms using a labelled dataset corresponding to the eRisk 2018\(^2\) research collection [29], which contains writings posted in Reddit\(^3\). We aim to improve the state of art in the detection of AN and to open a way for researchers to create effective tools for the detection and prevention of anorexia.

1.3 Ethical Considerations

The aim of this thesis is to show the performance of the used techniques and to inspire social platforms to implement such methods in order to help people suffering from eating disorders.

Being aware that the applied procedure must respect the privacy of the sensitive community we are studying, it is very important to consider the ethical issues that arise from the proposed methods. Some important issues that need to be faced are related to the risk of false positives, the loss of methods accuracy and the user’s confidentiality given the regularisation and the permanent surveillance present on

\(^2\)http://early.irlab.org/
\(^3\)http://www.reddit.com/
social media. Eating disorders are a controversial topic. For this reason, on the interventions aiming potential ill users, it is very important to assure a secure way to transmit and store the user’s data and preserve their anonymity.

In general, online communities related to eating disorders prefer to remain hidden. Thus, we could ask ourselves: How these methods should be performed without making a negative impact in people’s rights? In any case, they must be allowed to express their ideas on social media?

The platforms responsible of the design and the implementation of the interventions need to answer some questions. On this issue, is convenient to address the relevant stakeholders, such as designers, researchers, lawyers, politicians, individuals and clinicians in order to achieve a balance between the desire of helping individuals and the user’s rights in social networks. For this task, could be interesting to consider the recommendations made by some authors for people interested in the usage of social media for psychologist purposes \[25,42\].

1.4 Outline

We have organised this work in 6 different chapters. In the present Chapter 1 we introduce the motivations of this project and the research needs given the importance of the problem. In Chapter 2 we report the related work in detecting eating disorders on social media and the application of early risk measures. Chapter 3 shows our research proposal and hypotheses, focusing on describing the feature extraction process and the learning algorithms proposed. Furthermore, we describe how we are going to evaluate the performance of our built models. Chapter 4 explains our baselines and our experimental setup. In this chapter, we will expose our findings for the different experiments carried out and a brief discussion about the possible implications of the features extracted. Chapter 5 summarises our conclusions and Chapter 6 present some paths to follow in the future research in order to improve our work. Finally, Chapter 7 explains that some of the results of this thesis have been accepted for publication at International Conference on Internet Science 2018. 

\[http://insci2018.org/\]
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Related Work

2.1 Social Media and Anorexia

On the Web, the promotion of behaviours related to eating disorders is known as Pro-eating disorder site. The usage of these sites is prevalent among adolescents with these conditions [49]. Moreover, their engagement with this type of content has recently been suggested as a screening factor for these kind of illnesses [7]. On social media, people with eating disorders, such as anorexia and bulimia, can be identified by the usage of certain keywords that characterise and promote these conditions [2,46]. In this sense, features or variables that have been extracted from labelled user-generated data [23] are used to build predictive models capable of doing an automated analysis of social media data. Based on the related work for detecting mental illnesses in online social platforms, the analysed data is obtained either by diagnosing participants with the usage of surveys [19,37,45], or by crawling directly the data from public online sources like Reddit, Twitter or Facebook [2,11,35]. The majority of mental illnesses’ studies focus in the detection of depression and there are few dedicated to eating disorders. We assume that methods used for other mental illnesses could serve in our investigation.

In order to build predictive models, the most common features used for analysing and predicting mental illnesses are those extracted from the texts written by the users,
such as: topics \cite{34,41,45} (topic modelling), frequencies of words or combinations of words (N-grams) \cite{41,45}, and features obtained using dictionaries like LIWC\cite{47} which can provide an insight on the usage of self references, social words and emotions \cite{18,19}. Researchers in \cite{10} show that eating disorders present a high level of quantifiable differences in terms of language usage with respect to other mental illness.

Related works also have studied the users’ posting frequency in different periods of the day and year \cite{2,9,18}, and have also obtained features from the relationships between users, taking into account the number of friends, or followers \cite{2,17,19} (egocentric social graphs). Additionally, some studies use features based on sentiment analysis, considering the subjectivity or polarity of a phrase \cite{18,19,45}. Other researchers also analyse the use of emoticons \cite{47} or have created a multimodal analysis taking into account text, emoticons and images from social media \cite{24}.

\section{Early Risk Detection}

To the extent of our knowledge, building predictive models to detect early risk of ED is not a widely explored task yet. For detecting other mental illnesses, such as depression, some works have attempted to do their analysis and build their models using only the data prior to the diagnosis \cite{19,45}. But the issue of the early risk detection is addressed by the work of Losada et al. \cite{29}, where the proposal of a temporal-aware risk detection benchmark, complements the evaluation on the accuracy of the decisions taken by the algorithms. In other words, this work proposes a new metric to measure the effectiveness of early alert systems. This metric known as Early Risk Detection Error (ERDE), which will be deeply detailed in Section 3.4, penalises the delay in detecting positive cases, and is suitable to evaluate our proposal.

\url{http://liwc.wpengine.com/}
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Proposal

The main objective of our proposal is to detect early risk of anorexia in social media, minimising the ERDE measure and maximising the $F_1$ measure as we explain in Section 3.4. We use machine learning techniques that combine a set of features extracted from the concatenated writings of users on social media.

In the remainder of this section we are going to define the research hypothesis, how we proceed in order to extract the features from the writings and the learning algorithms that we will use to build our models. Besides, we explain the measures that we will use to evaluate the effectiveness of our proposal.

3.1 Research Hypothesis

We want to study the following hypothesis: The combination of machine learning techniques with the adequate feature extraction procedure is suitable for detecting early risk of AN in social media and, in particular, Reddit.

We aim to improve the state of art of early detection of anorexia on social media following the next steps:

- Extracting a diverse set of features from our dataset and testing their performance.
• Exploring the behaviour of the most powerful learning algorithms to better predict positive cases.

• Adding techniques to reduce false positive predictions.

An approach based on the *dynamic strategy* proposed in [29] is used. This method consists in building incrementally, writing per writing, a representation of each user (from the test set), and applying a classifier, which was previously trained with all the users’ texts (from the train set). We consider the classification problem as a binary problem with the classes anorexic and non-anorexic. Notice that we process the title and the body of the users’ posts to build their representation since we assume that the titles could contain relevant information. Following this approach, depending on the algorithm used, a decision is made if the classifier outputs a confidence value above a given threshold. The models with the highest $F_1$ score and the lowest value for the ERDE measure will be considered as the best.

### 3.2 Feature Extraction

We fed our models with features that characterise the content of the writings of each user. As we explain in Section 4.2.1, our dataset is more limited in resources than other datasets extracted from social networks such as Twitter. For this reason, we want to exploit all the possible features (to the extent of our knowledge) of our Reddit dataset. Further details of these features are explained below and summarised in Table 1.

**Psychological and linguistic processes:** We calculate features to characterise the users’ writings. These features were calculated by taking into account the frequency of words belonging to the categories of the LIWC2007 dictionary [33], which has been previously used in detecting mental health issues [9, 12]. In this sense, scores that consider linguistic and psychological processes, as well as personal concerns and spoken categories were obtained. We consider a new feature value for each category defined in the LIWC2007 dictionary. The list and description of these categories can be found in [33]. The scores were calculated normalising the frequencies
of words by the total number of words in the writings of a user. Given that certain words could belong to multiple categories, the normalisation value was increased in one each time a word was part of more than one category.

**Domain-related vocabulary:** We defined 9 features by creating categories of words that belong to domains related to anorexia. The vocabulary for these categories was obtained from the codebook’s domains and sample keywords defined in [2]. The domains are: anorexia, body image, food and meals, eating, caloric restriction, binge, compensatory behaviour, and exercises. These features were calculated in the same way as the psychological and linguistic processes features.

**N-grams:** They consist of sequences of contiguous words words within a given window (N). Studies have extensively used them in text mining and natural language processing tasks [21]. Since previous works have considered them as features for detecting depression and eating disorders [41, 45], we did a $tf \cdot idf$ vectorisation of the unigrams and bigrams of the training set writings. For this step, we used the `TfidfVectorizer` from the `scikit-learn` Python library with a stop-words list and the removal of the n-grams that appeared in less than 20 documents. The content of a document was defined by the concatenation of all the writings of a user.

**Topic modelling:** Topic modelling consists in automatically extracting and identifying topics that are present in documents in order to obtain hidden patterns of a corpus. A well-known method proposed by David Blei et al. [4] is the Latent Dirichlet Allocation (LDA), which is an unsupervised generative statistical model in which the topics are represented by a set of terms or words. Many authors show that, in tasks of prediction and classification, the use of this method is sounded. For instance, the authors in [38, 45, 50] conclude that features based on topic modelling are helpful in tasks for recognising depressive and suicidal users. Besides, this technique has been used in [8], combined with other features, to quantify and predict the mental illnesses severity in online pro-eating disorder communities.

To define the topics we used English stopwords and only considered the words that

appeared at least in 10% of the training documents. The 50 features used by the model are given by the probabilistic distribution of 50 topics for each analysed text. This number was selected by the 10-fold cross validation technique in training tasks. The \textit{Latent Dirichlet Allocation} module from the \textit{scikit-learn} Python library was used to do this implementation.

\textbf{Sentiments:} We have added four features related to the sentiment polarity of the text. In order to do this, we have used the VADER Sentiment Analysis (Valence Aware Dictionary and sEntiment Reasoner) library\footnote{https://github.com/cjhutto/vaderSentiment/}, which is specifically attuned to sentiments expressed in social media \cite{22}. The features correspond to the negative, positive and neutral percentages associated with each analysed text. The fourth feature corresponds to a compound percentage of the three previous features.

\textbf{Time:} Our dataset contains the time of publication from Reddit’s server. Since we do not have any geographic information of the users, we are not able to know if their are posting during the day or at night. For this reason, we have added a feature that consists in the average of the publication interval between consecutive posts (in hours).

\textbf{Removed posts:} In the dataset, there are some posts where the body text appears as “[removed]”. We have added a feature which is the ratio of deleted posts with respect to the number of posts by the user.

\textbf{Pharmacological treatment:} We have added a feature that is a ratio of medicines mentioned in the texts which are typically used in pharmacological treatment of eating disorders based on \cite{20}. This feature is a ratio of the medicines mentioned in the texts over the total number of medicines examined. Also, we have considered another feature which is the ratio of words mentioned that refers to the type of these medicines, as could be antidepressant, anxiolytic or anti-emetic for instance.
Table 1: Features considered.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Details and resources</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linguistic and psychological processes</td>
<td>LIWC</td>
<td>64</td>
</tr>
<tr>
<td>Domain-related vocabulary</td>
<td>Anorexia vocabulary</td>
<td>9</td>
</tr>
<tr>
<td>N-grams</td>
<td>Unigrams</td>
<td>4303</td>
</tr>
<tr>
<td></td>
<td>Bigrams</td>
<td>667</td>
</tr>
<tr>
<td>Topic modelling</td>
<td>Topics using LDA</td>
<td>50</td>
</tr>
<tr>
<td>Sentiments</td>
<td>Sentiment Polarity</td>
<td>4</td>
</tr>
<tr>
<td>Time</td>
<td>Interval Post Frequency</td>
<td>1</td>
</tr>
<tr>
<td>Removed posts</td>
<td>Removed Posts Ratio</td>
<td>1</td>
</tr>
<tr>
<td>Pharmacological treatment</td>
<td>Medicines Ratio</td>
<td>2</td>
</tr>
</tbody>
</table>

### 3.3 Learning Algorithms

In this section we are going to describe briefly the algorithms used in this project. All this algorithms are supervised learning models and we have used the *scikit-learn* Python library for their implementation.

We explored four different prediction models, i.e., logistic regression, random forest, support vector machine, and multilayer perceptron since they have been used previously as classifiers for similar tasks [27,29,34]. They are explained below:

**Logistic Regression (LR):** Logistic regression is a common statistical method developed by statistician David Cox in 1958 [14] and used to predict a binary outcome given a set of independent variables. This algorithm fits data to a logistic function (see Figure 1) in order to predict the probability of occurrence for an event 1 (see Eq. 3.1).

\[
p(C_1|\Phi) = \frac{1}{1 + e^{-\Phi \cdot x}}
\]  

(3.1)

Given that this algorithm is not a classifier since it outputs a probability in terms of the input, we need to choose a probability threshold to use it in a classification problem. If the probability of the input is higher than a predefined threshold the data belongs to a class, otherwise it belongs to another.
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Random Forest (RF): Random forest is an ensemble learning method for classification that works by building many decision trees at training time. Each tree depends on the values of a randomly generated vector that is tested independently and has the same distribution for all the trees in the forest. For the classification tasks, its output is the class that is the mode of the classes of the individual trees \[6\].

A decision tree is a well-known method for machine learning tasks which uses a tree-like graph of decisions and their possible consequences \[6\]. Since a decision tree tends easily to overfit, random forest is commonly used to average different trees in order to reach a trade-off between the variance and the bias. A simple example of a decision tree can be found in Figure 2.

![Figure 1: Logistic function representation in 2D.](image)

![Figure 2: Example of a decision tree with three variables and two output classes. Each branch represents a decision over a variable.](image)
Support Vector Machine (SVM): Support vector machine is an algorithm that finds a decision plane which maximises the distance between the classes to classify [13]. A graphical representation of this problem can be found in Figure 3.

![Figure 3: Graphic showing a hyperplane maximising the distance between two data classes, black and white dots, in 2D.](image)

The algorithm seeks for the "maximum-margin hyperplane" that divides the data classes, but normally this data is not linearly separable. For this reason, SVM allows mislabelled examples in order to find a hyperplane that splits the data as best possible. This problem is solved by a technique called Soft-Margin.

However, in 1992 [5] suggested a way to create nonlinear classifiers using the kernel trick to maximum-margin hyperplanes. This enabled to operate in high-dimensional space to fit the maximum-margin hyperplane.

Multilayer Perceptron (MLP): A multilayer perceptron is a feed-forward artificial neural network [36]. An MLP contains at least three layers of nodes: an input layer, one or more hidden layers and an output layer. Each node uses a non-linear activation function except for the input nodes. The two more common activation functions are the hyperbolic tangent and the logistic function, both are sigmoids.

For training, MLP commonly uses a technique called backpropagation [39,40], which is a generalization of the least mean squares algorithm in the linear perceptron. But
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this type of minimisation present some cons. For instance the convergence is very slow and it may fall into a local minimum. Furthermore, this method is prone to overfitting, especially when number of nodes is large. An example of an MLP with 3 layers can be seen in Figure 4.

Figure 4: Example of a multilayer perceptron with a single hidden layer.

Unlike the linear perceptron, the combination of multiple layers and the non-linear activation allows to distinguish data that is not linearly separable [16]. The universal approximation theorem states that, under mild assumptions on the activation function, a feedforward neural network with a single hidden layer containing a finite number of neurons can approximate any continuous function on a compact subset of $\mathbb{R}^n$ [15].

3.4 Evaluation

Since we want to focus in the detection of positive examples (anorexic users), to evaluate the performance of our methods we report the Precision, Recall and $F_1$ measure. These metrics are based on the confusion matrix tool, which allows to a better visualisation of our models’ performance. In Figure 5 is graphically represented a confusion matrix for a two class problem. Where TP is the number of correct predictions that are positive (true positive), FN is the number of incorrect predictions that are negative (false negative), FP is the number of incorrect predictions that are positive (false positive) and TN is the number of correct predictions that are negative (true negative).
The precision (P) measure indicates the fraction of anorexic users correctly classified from the examples that our model determines as positive (see Eq. 3.2). The recall (R) measure shows us the fraction of the total anorexic users that have been correctly classified (see Eq. 3.3).

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3.2)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (3.3)
\]

We want to focus in the $F_1$ measure since it is the harmonic mean of the precision and recall metrics. This measure is shown in Eq. 3.4.

\[
F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3.4)
\]

However, this commonly known measures do not indicate how early detection is made and for this we need to add some measures that are time-aware.

To accomplish this, we use a metric called Early Risk Detection Error (ERDE) proposed by David E. Losada and Fabio Crestani at their work \[29\] to evaluate our proposal. This measure gives a cost $c$ to each binary decision $d$ taken by the system at a number $k$ of textual items seen before making a decision. In other words, it
penalises the delay taken by the model to emit a positive decision. This error is defined in our case as:

\[
ERDE_o(d, k) = \begin{cases} 
  c_{fp} & \text{if } d = \text{False Positive (FP)} \\
  c_{fn} & \text{if } d = \text{False Negative (FN)} \\
  lc_o(k) \cdot c_{tp} & \text{if } d = \text{True Positive (TP)} \\
  0 & \text{if } d = \text{True Negative (TN)} 
\end{cases} 
\]  

(3.5)

Where \( c_{fp} = 0.13, c_{fn} = 1, c_{tp} = 1 \), and the cost function \( lc_o(k) \) is a sigmoid function to penalise the late decisions:

\[
lc_o(k) = 1 - \frac{1}{1 + e^{k-o}} \]  

(3.6)

Notice that the \( c_{fp} \) value was set according to the proportion of positive cases in the data and \( o \) is a parameter of (3.6) which defines the point at which the cost grows more quickly [29]. In Figure 6 we can see the behaviour of this function under two different values of \( o \).

![ERDE Time Function](image_url)

Figure 6: ERDE function representation in 2D.
The final ERDE value is the mean of the $n$ ERDE values since we have $n$ individuals in the collection with a decision taken in different $k$. In order to get the best model, we have to identify the ones with the highest $F_1$ measure and the lowest ERDE values.
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Results

4.1 Baselines

In order to test our approach we set four different baselines based on Losada et al. [29] since they have a similar objective and a dataset extracted from Reddit as well. The baselines are described as follows:

**Random:** This is a naive strategy that makes a random decision after seeing the first message. This decision could be positive (“anorexic”) or negative (“non-anorexic”). This is a fast strategy, although we assume its effectiveness will be poor.

**Minority:** This is another naive strategy that predicts a positive decision (“anorexic”) for each user right after processing the first message. Again, this strategy makes a quick decision but it is expected to have poor effectiveness.

**First n:** This strategy consists in concatenating the first $n$ submissions from each user and getting the prediction provided by our model. If the user has less than $n$ posts, all the data available for that user is used.

**Dynamic:** This strategy consists in analysing and building incrementally a representation of each user. Messages are concatenated one per one, and a prediction is made by our model each time a new message is added. This is done until a positive decision is reached. The system can emit a positive decision (“anorexic”) only if the
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classifier outputs a confidence value above a given threshold. As in the paper of Losada et al. [29], we tested three thresholds: 0.5, 0.75 and 0.9. This method does not work with a fixed number of messages. If the stream of texts is over, the method concludes with a negative decision (“non-anorexic”).

For the Dynamic and the First n baselines we have employed a quite simple model, which consists in a Logistic Regression classifier trained and tested with features extracted from the posts. These features were based on the tf-idf vectorisation considering only unigrams.

4.2 Experimental Setup

Our experiments are conducted over the eRisk 2018 research collection [29], which contains a labelled dataset with writings of a control group and people diagnosed with anorexia that we will explain in detail in section 4.2.1. Python 2.7.15 and, in particular, the scikit-learn Python library was used for the implementation of the proposed methods.

In order to develop our final model we have followed the next steps described below:

1. We determine the baselines for our experiment in order to compare the performance of our model. These baselines are described in Section 4.3.1.

2. Using the best model of the mentioned baselines, we are going to add the new features explained in Section 3.2 separately, in order to know if they provide any interesting information to the learning algorithm.

3. We combine the best features resulting from the step 2 for testing the performance of the learning algorithms explained in Section 3.3.

On the evaluation of our model, we use the measures detailed in Section 3.4. We consider as the best models the ones that have the highest $F_1$ measure and the lowest ERDE measure.

\[ \text{https://docs.python.org/2/} \]
4.2 Experimental Setup

4.2.1 Dataset Description

Our method analysed a collection composed by chronologically ordered writings (posts or comments) from a set of Reddit users. Users were labelled as anorexic and non-anorexic. The training set consists in a list of 20 users marked as anorexic and a control group of 132 users marked as non-anorexic. For the test set we have 41 positive users (anorexic) and 279 negative users (non-anorexic). The data provides more information besides the texts: the user id, the title of the message and the server time of the post. The dataset statistics are detailed in Table 2. On average anorexic users write fewer posts although these contain a larger number of words per submission rather than the posts written by non-anorexic users.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anorexia</td>
<td>Control</td>
</tr>
<tr>
<td>Num. subjects</td>
<td>20</td>
<td>132</td>
</tr>
<tr>
<td>Num. writings</td>
<td>7,452</td>
<td>77,514</td>
</tr>
<tr>
<td>Avg num. writings</td>
<td>372.6</td>
<td>587.2</td>
</tr>
<tr>
<td>Avg num. words per submission</td>
<td>41.2</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Notice that we worked with an unbalanced dataset, which can negatively affect to the results due to the small number of positive training cases. Moreover, is important to stand out that our dataset is more limited in resources, have less features to exploit, respect to other social networks where there is more interactivity. For instance, Twitter can provide data about the followers, likes and comments of a post or a user.

4.2.2 Parameter Setting

By using the provided data we defined the training and testing sets. To train our models we applied 10-fold cross-validation and optimised the parameters through grid search. Each instance for our training task represented a user, and was defined by the features mentioned in Section 3.2. These features were extracted from all the sequentially-concatenated writings of each user (the title plus the body of the post). The test set allowed us to evaluate the behaviour of the dynamic method, where the
classifiers were applied each time a new writing was read.

Also, the 10-fold cross-validation process was used to define a threshold that represented the minimum probability value required by an instance to be classified as positive. After having tested different values for the LR and RF classifiers, this threshold was set to 0.75 and 0.55 respectively. For the SVM we have used a linear kernel and balanced class weights. We implemented an MLP with one hidden layer of 200 neurons using the logistic sigmoid function as the activation function. Finally, the solver for weight optimisation is the Limited-memory BFGS \cite{28}, which is an optimisation algorithm in the group of quasi-Newton methods that approximates the Broyden–Fletcher–Goldfarb–Shanno algorithm and gives us the best results in the cross-validation process.

Our approach modifies the dynamic strategy of \cite{29} by defining a minimum amount of information that should be seen by the system before applying the classifier and emitting a positive decision. We include this threshold since we want to observe the progress of a user in the social media in order to predict an eating disorder. With the implementation of this threshold, we want to avoid some false positive predictions when the posts contain very few words. For instance, if the first post of a user is read and it contains five words with the word \textit{laxative} mentioned twice, our classifier might give it a high score and classify the user as anorexic having seen only one short post. We assume that it is required to establish a minimum number of words to be seen before emitting a decision, since our approach is based on text analysis. We have understood that a temporal fixed threshold (based on time) is not efficient due to the variability of publications among users.

The threshold -number of words- is defined by the text length threshold \textit{TLT} (see Eq. 4.1). To define the TLT we first assume that each user has a fixed number of words per post, denoted as \textit{maxPostLenght}. To calculate this number we plotted a histogram to visualise the distribution of the number of words per post of all the users with anorexia (see Figure 7). We observe that 80\% of the users wrote up to 90 words per post. Based on Pareto’s principle we chose this number of words for the \textit{maxPostLenght} value. We assumed that seeing just one post of a fixed
size was not enough, hence we considered that exploring more posts would reduce the amount of false positives. This number of posts, was defined by a percentage selectionPercentage of the average number of posts per user; 372.6 in our case, which was denoted as avgPosts. For our experiments we chose to work with 10% for the value of selectionPercentage. For the analysed dataset the TLT value resulted in 3353 words to be observed before processing the texts.

\[
TLT = \text{maxPostLength} \times \text{avgPosts} \times \text{selectionPercentage} \quad (4.1)
\]

Figure 7: Histogram of the number of words per post.

4.3 Results Discussion

4.3.1 Baselines

The evaluation of the proposed baselines can be found in Table 3. The best results are obtained by the Dynamic strategy with a confidence threshold of 0.75. In terms of precision, the First n strategy offers better results. As we expect, the Random and Minority strategies have a poor performance. Also, it is noticeable that the best results of the ERDE metric are obtained by the Dynamic strategy. For this
reason, we choose this method (Dynamic 0.75) as our baseline to be compared with the models we propose.

Table 3: Baselines (linear regression). In bold, the best result for each evaluation metric.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>ERDE5</th>
<th>ERDE10</th>
<th>ERDE50</th>
<th>ERDE100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.18</td>
<td>0.11</td>
<td>0.44</td>
<td>13.05%</td>
<td>12.95%</td>
<td>12.95%</td>
<td>12.95%</td>
</tr>
<tr>
<td>Minority</td>
<td>0.23</td>
<td>0.13</td>
<td>1.00</td>
<td>11.40%</td>
<td>11.17%</td>
<td>11.17%</td>
<td>11.17%</td>
</tr>
<tr>
<td>First 10</td>
<td>0.46</td>
<td>0.81</td>
<td>0.32</td>
<td>12.87%</td>
<td>11.17%</td>
<td>9.46%</td>
<td>9.46%</td>
</tr>
<tr>
<td>First 100</td>
<td>0.72</td>
<td>0.73</td>
<td>0.71</td>
<td>13.17%</td>
<td>13.15%</td>
<td>11.53%</td>
<td>8.80%</td>
</tr>
<tr>
<td>First 500</td>
<td>0.72</td>
<td>0.64</td>
<td>0.83</td>
<td>13.29%</td>
<td>13.27%</td>
<td>11.65%</td>
<td>11.42%</td>
</tr>
<tr>
<td>Dynamic 0.5</td>
<td>0.68</td>
<td>0.54</td>
<td>0.93</td>
<td>9.94%</td>
<td>8.81%</td>
<td>5.68%</td>
<td>3.63%</td>
</tr>
<tr>
<td>Dynamic 0.75</td>
<td>0.72</td>
<td>0.67</td>
<td>0.78</td>
<td>9.89%</td>
<td>8.76%</td>
<td>6.97%</td>
<td>5.80%</td>
</tr>
<tr>
<td>Dynamic 0.9</td>
<td>0.63</td>
<td>0.66</td>
<td>0.61</td>
<td>11.04%</td>
<td>10.19%</td>
<td>8.65%</td>
<td>7.40%</td>
</tr>
</tbody>
</table>

4.3.2 Features Individual Effect

In order to understand the performance of the proposed features in Section 3.2, we are going to add, separately, these features to our best model in the baselines. This model works with the dynamic strategy using logistic regression as learning algorithm with a probability threshold of 75%, using the tf-idf vectorisation (TFIDF). To choose the parameters for the LR algorithm we used the cross-validation technique as we explained in 4.2.1.

These features are: topics (LDA), sentiment polarity (SPOL), interval post frequency (IPF), removed posts ratio (REM), medicines ratio (MED), the LIWC dictionary categories and the special created anorexia category. The last two features are grouped as one type of feature since both of them are categories of words. We are going to refer them as LIWC. The results of these experiments are shown in Table 4.

Comparing with our baseline (see Table 3), the IPF and SPOL features have worsened the results (especially the SPOL) for all the measures except for the ERDE100 and the recall respectively. We will not include the IPF and SPOL features in our final model.
Table 4: Experiments to test the performance of the features extracted. In bold, the best result for each evaluation metric.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>ERDE 5</th>
<th>ERDE 10</th>
<th>ERDE 50</th>
<th>ERDE 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR + TFIDF + IPF</td>
<td>0.70</td>
<td>0.65</td>
<td>0.76</td>
<td>11.35%</td>
<td>10.12%</td>
<td>7.54%</td>
<td>5.37%</td>
</tr>
<tr>
<td>LR + TFIDF + SPOL</td>
<td>0.28</td>
<td>0.16</td>
<td>0.98</td>
<td>13.58%</td>
<td>11.82%</td>
<td>8.84%</td>
<td>8.52%</td>
</tr>
<tr>
<td>LR + TFIDF + REM</td>
<td>0.72</td>
<td>0.67</td>
<td>0.78</td>
<td>10.40%</td>
<td>8.88%</td>
<td>7.05%</td>
<td>5.94%</td>
</tr>
<tr>
<td>LR + TFIDF + MED</td>
<td>0.72</td>
<td>0.67</td>
<td>0.78</td>
<td>10.40%</td>
<td>8.86%</td>
<td>7.05%</td>
<td>5.94%</td>
</tr>
<tr>
<td>LR + TFIDF + LIWC</td>
<td>0.72</td>
<td>0.67</td>
<td>0.78</td>
<td>10.40%</td>
<td>8.86%</td>
<td>7.05%</td>
<td>5.94%</td>
</tr>
<tr>
<td>LR + TFIDF + LDA</td>
<td>0.64</td>
<td>0.51</td>
<td>0.88</td>
<td>8.19%</td>
<td>7.55%</td>
<td>4.21%</td>
<td>4.13%</td>
</tr>
</tbody>
</table>

For the REM, MED and LIWC features, the results are very close to the baseline in terms of ERDE and exactly the same for the rest of measures. Given that these features do not improve neither worsen the results, we have tested these features together by adding them to our baseline (REM, MED and LIWC features). We obtained the same results for all the measures as when they are tested independently.

In any case, we are going to include the LIWC feature in our final models given its success in other studies based on the detection of mental illnesses through social media\[9,12\]. From these studies, we have seen that there exists significant differences on the language usage of diagnosed and control users. LIWC is a validated tool for the psychometric analysis of language data\[43\], which is able to reflect the language correlation of attentional focus, social relationships, emotional mood, individual differences and styles of thinking.

After analysing the training set, we observed that the 60% of the positive users and the 71% of the negative users have removed at least one post. These statistics tell us that there is no clear pattern among users that eliminate posts and the anorexia and we will not include the REM feature in our final models.

We have also observed that the 45% of the positive users and the 5% of the negative users have mentioned at least one medicine or a specific type of medicine. The differences are relevant and the MED feature will be considered in our final models.

The LDA feature has improved significantly the time-aware measures and the recall, but has decreased the precision and, in consequence, the $F_1$ score. This feature will be considered in our final models since it has improved some of the baseline results.
4.3.3 Proposed Methods

In Table 5 we report the results obtained after running the learning algorithms described in Section 3.3 in combination with best features concluded in Section 4.3.2. We can see that the usage of features based in the LIWC dictionary, the MED feature, the TLT value and the LDA features have improved the results of the baseline, in terms of the F1 score (0.78, increment of 0.06) and ERDE100 (4.99%, decrease of 0.81%), using the same learning algorithm (LR).

For the support vector machine classifier, we can see that the algorithm improves significantly the baseline in terms of the F1 score (0.85, increment of 0.13), and ERDE100 (4.22%, increment of 1.58%). We consider this as our best model.

In the case of the random forest algorithm, the results have worsened in terms of the F1 score having a low Recall value. In terms of the ERDE it does not get better results compared to our baseline.

With the multilayer perceptron algorithm, the F1 score has improved (0.78, increment of 0.06), with a higher precision (0.82, increment of 0.15), but the Recall value has decreased compared to the dynamic strategy of the baseline.

Table 5: Proposed classifiers with the modified Dynamic strategy. In bold, the best result for each evaluation measure.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>ERDE5</th>
<th>ERDE10</th>
<th>ERDE50</th>
<th>ERDE100</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR + LDA + TFIDF + LIWC + MED</td>
<td>0.78</td>
<td>0.79</td>
<td>0.76</td>
<td>13.13%</td>
<td>13.12%</td>
<td>7.74%</td>
<td>4.99%</td>
</tr>
<tr>
<td>SVM + LDA + TFIDF + LIWC + MED</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>13.05%</td>
<td>13.04%</td>
<td>7.26%</td>
<td>4.22%</td>
</tr>
<tr>
<td>RF + LDA + TFIDF + LIWC + MED</td>
<td>0.62</td>
<td>0.70</td>
<td>0.56</td>
<td>13.21%</td>
<td>13.21%</td>
<td>9.65%</td>
<td>7.69%</td>
</tr>
<tr>
<td>MLP + LDA + TFIDF + LIWC + MED</td>
<td>0.78</td>
<td>0.82</td>
<td>0.76</td>
<td>13.09%</td>
<td>13.09%</td>
<td>8.01%</td>
<td>5.28%</td>
</tr>
</tbody>
</table>

Referring to our results, we can see that for all our models the ERDE5 and ERDE10 scores are high due to the TLT value that we have defined in order to decrease the number of false positives. In this sense, we have tested the best algorithm (SVM) results, with the same features but without the TLT restriction. Table 6 reports these results. The most remarkable thing is the improvement in all the ERDE measures, which is important considering our attempt to detect positive cases as early as possible.
Table 6: Comparison between the best model (SVM + LDA + TFIDF + LIWC + MED) with TLT and without TLT. In bold, the best result for each evaluation metric.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>ERDE5</th>
<th>ERDE10</th>
<th>ERDE50</th>
<th>ERDE100</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (TLT)</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>13.05%</td>
<td>13.04%</td>
<td>7.26%</td>
<td>4.22%</td>
</tr>
<tr>
<td>SVM (NO TLT)</td>
<td>0.80</td>
<td>0.73</td>
<td>0.88</td>
<td>8.44%</td>
<td>7.29%</td>
<td>4.19%</td>
<td>3.87%</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

In this work we proposed models for the early detection of cases of anorexia on social media. We presented a temporal-aware approach, which aims to penalise the delay in detecting positive cases.

Firstly, we established one initial hypothesis that we aimed to study. For this purpose, different machine learning models were built and tested. Concretely, we analysed the performance of the logistic regression, random forest, support vector machine and multilayer perceptron learning algorithms.

These models were fed with features based on linguistic information, domain-specific vocabulary, topics, psychological processes and analysis of medicines used in pharmacological treatment of AN, which prove to be the best. Additionally, we extracted other specific features for our dataset and we show how they do not contribute to a better performance of our models.

Finally, we defined a minimum amount of information, text length threshold (TLT), that should be seen by the system before applying the classifier and emitting a positive decision. This threshold helps to avoid some of the false positive predictions in our models but they have a later prediction, so the ERDE measure gets worse. This fact needs to be studied deeply in order to understand how much information is needed to predict optimally in the less time possible. Maybe, will be interesting
to search for a dynamic method that modifies the threshold depending on some variables or features that we could take into account.

We conclude that, in terms of the $F_1$ and ERDE, our best results have shown that the proposed approaches are suitable for the early detection of anorexia, as they clearly improve our baselines.
Chapter 6

Future Research

As a future work, new features and learning algorithms are going to be tested. For instance, other techniques should be explored in order to do the topic modelling, the use of more complex and specific dictionaries or the use of natural language techniques. Additionally, we will study in depth the introduction of voting methods and the use of genetic algorithms, as they have been previously applied with success in similar cases \cite{27}. We also plan to investigate how to overcome the trade-off between avoiding the prediction of false positives and reducing the time needed to do the prediction. This means that we will explore a way to get a better precision without getting a high ERDE.

Finally, we will analyse other social media platforms providing different message formatting and information, such as Twitter.
Chapter 7

Publications

This thesis was summarised in a paper which is accepted for presentation in the 5th International Conference Internet Science (INSCI 2018). The conference will take place in St. Petersburg, Russia, on October 24 to 26, 2018.

The conference, hosted by St. Petersburg University, the second largest university in Russia, is a focal point linking the academic and industrial communities in their evaluation of best Internet practices. The INSCI 2018 theme is *Internet in World Regions: Digital Freedoms and Citizen Empowerment*.

The reference of the paper is the following:
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