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ABSTRACT 35 

Chromosomal architecture is known to influence gene expression, yet its role in controlling cell 36 

fate remains poorly understood. Reprogramming of somatic cells into pluripotent stem cells by 37 

the transcription factors (TFs) Oct4, Sox2, Klf4 and Myc offers an opportunity to address this 38 

question but is severely limited by the low proportion of responding cells. We recently 39 

developed a highly efficient reprogramming protocol that synchronously converts somatic into 40 

pluripotent stem cells. Here, we employ this system to integrate time-resolved changes in 41 

genome topology with gene expression, TF binding and chromatin state dynamics. This 42 

revealed that TFs drive topological genome reorganization at multiple architectural levels, which 43 

often precedes changes in gene expression. Removal of locus-specific topological barriers can 44 

explain why pluripotency genes are activated sequentially, instead of simultaneously, during 45 

reprogramming. Taken together, our study implicates genome topology as an instructive force 46 

for implementing transcriptional programs and cell fate in mammals.  47 
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INTRODUCTION 48 

Somatic cell reprogramming into pluripotent stem cells (PSCs) represents a widely studied 49 

model for dissecting how transcription factors (TFs) regulate gene expression programs to shape 50 

cell identity1,2. Chromosomal architecture was recently shown to be cell type-specific and critical 51 

for transcriptional regulation3-5, but its importance for cell fate decisions remains poorly 52 

understood. 53 

 Two major levels of topological organization have been identified in the genome6-8. The 54 

first level segregates the genome, at the megabase scale, into two subnuclear compartments. 55 

The A compartment corresponds to active chromatin typically associated with a more central 56 

nuclear position, while the B compartment represents inactive chromatin enriched at the 57 

nuclear periphery/lamina9-14. Compartmentalization is consistent amongst individual cells and a 58 

potential driver of genome folding15. A second sub-megabase level consists of topologically 59 

associated domains (TADs)16-18 and chromatin loops11, which restrict or facilitate interactions 60 

between gene regulatory elements19,20. Importantly, modifying chromatin architecture can lead 61 

to gene expression changes19,21-24. Moreover, de novo establishment of TAD structure during 62 

zygotic genome activation has been shown to be independent of ongoing transcription, 63 

demonstrating that chromatin architecture is not simply a consequence of transcription25-27. 64 

Genome topology could therefore be instructive for gene regulation28,29, but whether this 65 

reflects a general principle that occurs on a genome-wide scale in space and time is unknown.  66 

 Mechanistic studies with mammalian cell reprogramming systems have been hampered 67 

by the typically small percentage of responding cells1,30. To overcome this shortcoming, we 68 

recently developed a highly efficient and synchronous reprogramming system based on the 69 

transient expression of the TF C/EBPα prior to induction of the Yamanaka TFs Oct4, Sox2, Klf4 70 

and Myc (OSKM)31,32. OSKM activates the endogenous core pluripotency TFs sequentially in the 71 

order of Oct4, Nanog and Sox2, implying that locus-specific barriers dictate gene activation 72 

kinetics33-35. Here, we studied how C/EBPα and OSKM affect genome topology, the epigenome 73 

and gene expression during reprogramming. We found that the TFs bind hotspots of topological 74 

reorganization at both the compartment and TAD levels. Dynamic reorganization of genome 75 

topology frequently preceded gene expression changes at all levels and provided an 76 

explanation for the sequential activation of core pluripotency genes during reprogramming. 77 

Together, our observations indicate that genome topology has an instructive role in 78 

implementing transcriptional programs relevant for cell fate decisions in mammals. 79 

 80 
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RESULTS 81 

Transcription factors prime the epigenome for reprogramming 82 

We exposed bone marrow-derived pre-B cells to the myeloid TF C/EBPα to generate ‘Bα cells’. 83 

Subsequent activation of OSKM induces reprogramming of nearly 100% of Bα cells into PSC-like 84 

cells within 4-8 days31,32. To obtain a high-resolution map of changes in gene expression and 85 

chromatin structure we examined 6 different reprogramming stages (B, Bα, D2, D4, D6, and D8) 86 

and PSCs (Fig.1a). We profiled the transcriptome by RNA-Seq, active chromatin deposition by 87 

H3K4Me2 ChIPmentation36, and chromatin accessibility by ATAC-Seq37 (Supplementary Fig.1). 88 

Expression of half of all genes was significantly affected (FDR<0.01) between any two time 89 

points, starting with the rapid silencing of the core B cell program initiated by C/EBPα. 90 

Pluripotency genes were then activated sequentially, with the core pluripotency factors Oct4, 91 

Nanog and Sox2 being activated at D2, D4 and D6, respectively (Fig.1b-c). RT-PCR 92 

measurements of primary Nanog and Sox2 transcription confirmed their activation timing 93 

(Supplementary Fig.1e).   94 

 Principal component analysis (PCA) revealed a trajectory along which B cells acquire a 95 

PSC gene expression program (Fig.1d). Epigenome remodeling showed similar dynamics, with 96 

an early loss of chromatin accessibility at gene regulatory elements controlling the B cell 97 

program induced by C/EBPα followed by the establishment of active and open chromatin at 98 

pluripotency genes by OSKM (Fig.1e, Supplementary Fig.1). OSKM induction led to a genome-99 

wide expansion of active chromatin marked by H3K4Me2, known to be deposited at both 100 

primed and active gene regulatory elements38 (Supplementary Fig.1f). The H3K4Me2 101 

landscape more rapidly converged on a pluripotent state than gene expression, suggesting that 102 

OSKM primes regulatory elements for subsequent gene activation (Fig.1f). Many regions bound 103 

by Oct4 in PSCs39 had already acquired H3K4Me2 by D2 and chromatin opening occurred 104 

progressively at Oct4 binding sites (Fig.1g, Supplementary Fig.1g-i). 37% of Oct4 binding sites 105 

in predicted PSC superenhancer (SE) elements39 were already H3K4Me2+ by D2, while activation 106 

of most associated genes (assigned using in-situ Hi-C data, see Supplementary Materials) 107 

occurred 2 days later (Fig.1i-h). These early targeted SEs were linked to genes involved in 108 

embryo development (e.g. Oct4, Nanog, Klf9) and metabolism (e.g. Upp1, Uck2); a gene signature 109 

strongly associated with 4 to 8 cell stage embryos (Fig.1i). 110 

 111 

Chromatin state, genome topology and transcription are dynamically coupled 112 
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We used in-situ Hi-C11 to map 3D genome organization during cell reprogramming at high 113 

resolution and determined genome segmentation into A and B compartments (Supplementary 114 

Table 1). Quantitative changes in A/B compartment association (using the PC1 values of a PCA 115 

on the Hi-C correlation matrix) during reprogramming were cumulative, widespread and highly 116 

reproducible (Pearson R>0.97) (Fig.2a-b, Supplementary Fig.2a-b). Although overall 117 

proportions assigned to A and B compartments (40% A - 60% B) remained unchanged 118 

throughout reprogramming, compartmentalization strength (as measured by average contact 119 

enrichment within and between compartments) was dynamically altered (Supplementary 120 

Fig.2c-d). OSKM induction initially (D2-D4) strengthened A-B compartment segregation, 121 

followed by substantial loss of compartmentalization due to reduced contact frequencies within 122 

the B compartment and increased inter-compartment contacts.   123 

Switching of loci between the A/B compartments was frequent, with 20% of the genome 124 

changing compartment at any time point during reprogramming. B-to-A and A-to-B switching 125 

each occurred in 10% of the genome, with 35% of these regions being involved in multiple 126 

switching events (Supplementary Fig.2e). PCA analysis revealed a reprogramming trajectory of 127 

genome compartmentalization highly similar to that seen for the transcriptome (Fig.2c, 128 

Supplementary Fig.2f). Genes that stably switch compartment after reprogramming tend to 129 

change expression accordingly and were enriched for lineage-specific functions: A-to-B 130 

switching genes associated with immune system processes, while B-to-A switching genes were 131 

enriched for early developmental functions (Supplementary Fig.2g-h). Compartment switching 132 

typically occurred in regions with low PC1 values at the edges of A or B compartment domains. 133 

At any time point, regions that switched also displayed the most substantial PC1 changes, 134 

suggesting that loci with a less pronounced compartment association are more amenable to 135 

changing their compartment status (Fig.2d, Supplementary Fig.2i-k).    136 

Our dataset allowed us to monitor genome architecture and to study its interplay with 137 

chromatin state and gene expression changes over time. The core transcriptional network that 138 

defines B cell identity40 resided primarily (88%) in the A compartment (e.g. Ebf1, Pax5, Foxo1), of 139 

which 32% switched to B (Supplementary Table 2, Supplementary Fig.3a). Both switching 140 

and non-switching genes were rapidly silenced, but switching genes were repressed to a larger 141 

extent. In contrast, 40% of core pluripotency genes41 initially resided in the B compartment of 142 

which 90% switched to A (Supplementary Table 2, Supplementary Fig.3b). Pluripotency 143 

genes already in the A compartment were activated early (D2-D4, e.g., Oct4), while genes that 144 
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underwent B-to-A switching were activated late (D6, e.g. Sox2) (Fig.2e). We next divided all 145 

genes that change expression between endpoints (>0.5 log2) into stable (non-switching) and 146 

compartment-switching groups. Again, downregulated genes that changed compartment from 147 

A-to-B (21%) were silenced to a greater extent than non-switching genes in A (Supplementary 148 

Fig.3c). Likewise, upregulated genes that switched from B-to-A (16%) were upregulated more 149 

substantially than genes already residing in A, albeit with slower kinetics. Interestingly, 150 

quantitative changes in compartment association occurred before transcriptional upregulation 151 

(Supplementary Fig.3d). To further explore whether compartment switching can precede 152 

transcriptional changes we examined four clusters of genes (n=5467 genes) stably upregulated 153 

at early, intermediate or late time points (Supplementary Fig.3e). Nearly a third of the genes 154 

(n=175/548) that switch from B-to-A in these clusters did so before being upregulated (Fig.2f, 155 

Supplementary Fig.3f). Moreover, genes associated with predicted PSC SEs showed a 156 

significant increase in A compartment association at D2 prior to transcriptional upregulation at 157 

D4 (Supplementary Fig.3g, Fig.1h). 158 

We performed k-means clustering on the PC1 values of the 20% of the genome (n=8218 159 

genes) that switched compartment during reprogramming, identifying 20 clusters with a wide 160 

range of switching dynamics that included non-linear and abortive trajectories (Fig.2g). Eight of 161 

the 20 clusters displayed concomitant changes in compartmentalization and gene expression 162 

(R>0.9, Fig.2h). The remainder, although generally also showing strong correlations between 163 

gene expression and PC1 (average R=0.86, range: 0.56-0.97), consisted of clusters with at least 164 

one time point at which this correlation was lost (Fig.2h). Genes in these clusters were enriched 165 

for metabolic and secretory functions, as well as developmental processes (Supplementary 166 

Fig.4a-b). Strikingly, 9 of the 20 clusters showed changes in subnuclear compartment status 167 

preceding changes in transcriptional output, involving over half of the genes that switch 168 

compartment (e.g. cluster 2.I, Fig.2h and Fig.2j). In only a single cluster compartment 169 

modification lagged behind changes in gene expression, while 2 of the 20 clusters displayed 170 

both preceding and lagging relationships. We furthermore observed a very strong overall 171 

correlation between chromatin state dynamics (gain or loss of H3K4Me2) and genome 172 

compartmentalization (average R=0.95, range: 0.93-0.98), with concomitant changes in 173 

H3K4Me2 levels and gene expression occurring in 13 of the 20 clusters. However, in 7 of the 20 174 

clusters H3K4Me2 dynamics preceded PC1 changes (Fig.2i), implicating chromatin state as a 175 

driver of subnuclear compartmentalization. The extended Nanog locus provides a prime 176 
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example of modifications to compartmentalization and chromatin state preceding 177 

transcriptional changes. It includes a region encompassing Gdf3, Dppa3 and the -45kb Nanog 178 

SE39,42, which already switched from B-to-A in Bα cells. OSKM induction strengthened A 179 

compartment association of the entire locus, activated Gdf3 expression and primed the Nanog 180 

and Dppa3 regulatory elements (H3K4Me2+/ATAC+) at D2 for subsequent gene activation at D4-181 

D6 (Fig.2k). 182 

These data show that genome compartmentalization and chromatin state are 183 

dynamically reorganized during cell fate conversion and tightly coupled to global changes in 184 

gene expression. In addition, a sizable number of genes are subject to changes in 185 

compartmentalization before expression alterations. 186 

 187 

Genome partitioning into TADs is largely stable 188 

We next used chromosome-wide insulation potential to identify TAD borders and define TADs43, 189 

detecting ~2800-3400 borders per time point. Border calls were highly reproducible between 190 

biological replicates (Jaccard index > 0.8) and enriched for Ctcf binding sites and transcription 191 

start sites (Supplementary Fig.5)17,44. Borders not called in both biological replicates were 192 

excluded from all subsequent analyses. Partitioning of the genome into TADs was largely stable 193 

during reprogramming, as most TAD borders (>75%) were detected at all stages. Nevertheless, 194 

18% of the 3100 TAD borders were stably acquired (n=431) or lost (=124) during 195 

reprogramming, resulting in a net increase in the number of borders and a reduction of average 196 

TAD size from 891kb to 741kb (Supplementary Fig.5). Surprisingly, no correlation existed 197 

between the stable gain or loss of TAD borders (referred to hereafter as qualitative TAD border 198 

changes) and Ctcf binding. In fact, newly acquired TAD borders were relatively depleted for Ctcf 199 

binding and Ctcf enrichment levels did not significantly change during reprogramming at 200 

borders gained or lost (Fig.3a). However, we did observe specific regions where qualitative TAD 201 

changes clearly correlated with Ctcf binding, e.g. at the Sox2 locus where acquisition of a new 202 

border and chromatin loop formation (see below) was paralleled by a substantial gain of Ctcf 203 

binding sites (Supplementary Fig.5g).  204 

 The gain or loss of TAD borders did not correlate with overall increased or decreased 205 

local gene expression respectively, suggesting that changes in the level of transcription per se 206 

are not a main driver of TAD border dynamics (Supplementary Fig.5h). Gene expression 207 

changes during reprogramming at dynamic border regions were highly context-dependent, 208 

with no apparent correlation between border gain or loss and the direction of transcriptional 209 
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change (Supplementary Fig.5i). Moreover, these border regions rarely switched compartment 210 

(3-9% versus 17% for all borders). Interestingly, at borders that showed transcriptional changes 211 

(>0.5 log2 change between endpoints) gene expression was often not significantly altered until 212 

after TAD borders were newly acquired or lost (Fig.3b, Supplementary Fig.5j).  213 

 214 

Quantitative changes in TAD border strength occur early in reprogramming 215 

Local chromatin insulation by TAD borders can also be approached quantitatively by calculating 216 

an insulation strength score (‘I-score’, R2>0.87 between biological replicates) for each border 217 

(Fig.3c)43,45. Compared to qualitative border changes (i.e. a gain or loss of border detection), 218 

quantitative changes in TAD insulation were more abundant: half of all borders showed a >20% 219 

difference in I-score between the first three and last three timepoints of reprogramming (Fig.3d; 220 

green, red and blue clusters). Stably acquired or lost borders often had lower average I-scores 221 

than invariant TAD borders (Supplementary Fig.6a). Ctcf occupancy correlated with I-score and 222 

meta-border plots confirmed that I-score dynamics reflect actual contact maps (Supplementary 223 

Fig.6b-c). PCA analysis of I-score kinetics revealed a reprogramming trajectory grossly 224 

resembling the transcriptome, PC1 and H3K4Me2 trajectories determined before 225 

(Supplementary Fig.6d).  226 

Border regions contained a significant number of genes with cell type-specific functions 227 

(e.g. immune system, developmental biology), in addition to the expected housekeeping 228 

genes17 (Supplementary Fig.6e-f). Pluripotency genes were often found at or near border 229 

regions, including Nanog and Sox2. Both of these loci showed rapid I-score changes that 230 

preceded their transcriptional activation (Fig.3e-g). In B and Bα cells Nanog was separated from 231 

Dppa3 by a strong border in a region that harbors the -45kb Nanog SE and Gdf3 (Fig.3e, Fig.2k), 232 

likely interfering with the reported spatial clustering of these genes and enhancers in PSCs46. I-233 

score was considerably reduced at D2 after OSKM induction (Fig.3g), facilitating interactions 234 

between genes and their enhancers required for subsequent transcriptional activation (D4-D6). 235 

Consistently, both Hi-C-derived virtual 4C obtained at 5kb resolution and conventional 4C-Seq 236 

analyses showed increased (cross-)border contact frequencies of the Nanog promoter as early as 237 

D2 (Fig.3h, Supplementary Fig.7a). Within the Sox2 TAD, a new internal border and several 238 

chromatin loops appeared between the Bα and D4 stages, before Sox2 activation at D6. High-239 

resolution virtual 4C analysis showed that early border emergence progressively skewed 240 

interactions of Sox2 towards its key downstream SE47,48, resulting in the formation of an insulated 241 
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Sox2-SE subdomain at D6 that is likely critical for Sox2 activation (Fig.3i-j, Supplementary 242 

Fig.7b). 243 

To further understand the relationship between I-score changes and local gene 244 

expression we analyzed transcriptional changes at the 184 most dynamic borders regions that 245 

increase in insulation strength (>75% change in I-score). Gene expression was altered at many of 246 

these borders (n=88, >0.5 log2 change between endpoints) during reprogramming, with again 247 

no clear bias for activation or repression. At 49% of these borders (n=43/88) I-scores increased 248 

before transcriptional changes (Fig.3k), while for the remaining borders a mix of concomitant 249 

(n=15), lagging (n=15) and more complex (n=15) kinetics was observed. Likewise, I-score 250 

changes also preceded modulation of chromatin state and subnuclear compartmentalization 251 

(Supplementary Fig.7). Thus, altered insulation strength at TAD borders is an early 252 

reprogramming event linked to transcriptome re-wiring.  253 

 254 

Topological plasticity increases late in reprogramming 255 

TADs differ in their propensity to form contacts with other TADs49,50. To quantify this 256 

‘connectivity’ within a given TAD, we computed a domain score (‘D-score’) defined by the ratio 257 

of intra-TAD interactions over all cis interactions (Fig.4a)49. While I-score measures a border’s 258 

ability to prevent interactions between two neighboring TADs, D-score quantifies a TAD’s 259 

tendency to self-interact. D-scores positively correlated with gene expression and A 260 

compartment association (Supplementary Fig.8), as previously noted49,50. Correlations between 261 

D-scores, gene expression and compartment association seen at early time points progressively 262 

weakened after D4 (Supplementary Fig.8a-b). While TADs explained a greater proportion of 263 

expression variability than linear neighborhoods when we estimated the overall impact of TAD 264 

structure on gene expression (see Supplemental Materials), this proportion was progressively 265 

reduced during reprogramming (Supplementary Fig.8c). Together with the observed decrease 266 

in overall A-B compartment segregation (Supplementary Fig.2d) and in line with the previously 267 

reported reduced organization of inactive chromatin in PSCs51, these data suggest that at the 268 

topological level cells gradually acquire a plastic state characteristic of the pluripotent genome52. 269 

 270 

Altered TAD connectivity can precede transcriptional changes 271 

PCA analysis of D-score kinetics revealed a reprogramming trajectory for TAD connectivity 272 

similar to those for compartmentalization, transcription, active chromatin and I-score (Fig.4b, 273 
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Supplementary Fig.8d). K-means clustering showed that 79% of TADs exhibited D-score 274 

changes (i.e. >20% change between endpoints) (Fig.4c). D-score kinetics correlated closely with 275 

compartmentalization (PC1) changes (R>0.84, Supplementary Fig.8e). TADs with the most 276 

dynamic connectivity pattern frequently switched compartment and harbored genes enriched 277 

for immune cell and stem cell related functions (Supplementary Fig.8f-g). These TADs were 278 

highly biased in their compartment association: 88% of TADs that showed a rapid increase in D-279 

scores initially localized to the B compartment, while 83% of the TADs with substantial D-score 280 

reductions initially resided in the A compartment (Supplementary Fig.8f).  281 

To assess the correlation between TAD connectivity and gene expression, we compared 282 

D-score with intra-TAD gene expression kinetics for the 16 dynamic D-score clusters (Fig.4c). In 9 283 

of 16 clusters D-score changes coincided with gene expression alterations (Fig.4d), in particular 284 

for TADs that showed both increased D-scores and intra-TAD expression (R=0.78). However, 7 of 285 

16 clusters showed D-score changes preceding transcriptional changes, with no clusters 286 

showing the opposite pattern (Fig.4d). Thus, changes in TAD connectivity frequently precede 287 

intra-TAD transcriptional modulation. 288 

 289 

X chromosome reactivation evokes TAD reorganization 290 

X chromosome reactivation in PSCs is a classic model for studying the relationship between 291 

chromosome structure and gene expression53. The B cells used were derived from female mice 292 

carrying one inactive X chromosome, allowing us to study this process using our dataset. While 293 

average TAD connectivity for each time point remained similar on autosomes, X chromosome 294 

TADs displayed substantial gains in D-scores after D4 (Fig.4e). The observed chromosome-wide 295 

D-score increase might be caused by a reactivation of the largely TAD-devoid inactive X 296 

chromosome11,54-56. Indeed, after D4 TAD structures were fully re-established and key regulators 297 

of X reactivation activated (Zfp42, Prdm14, Tsix), while X chromosome repressors (Xist and Jpx) 298 

were downregulated (Fig.4f-g). 299 

 300 

Cell type-specific changes in chromatin loops 301 

Chromatin loops appear as foci in high-resolution Hi-C maps, representing particularly strong 302 

interactions between two distant regions11. We visualized chromatin loop dynamics during 303 

reprogramming by performing meta-loop analyses at 5kb resolution of a previously identified 304 

set of loops in primary B cells and PSCs49. Similar to the TADs they often demarcate11, chromatin 305 
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loops in general behave as remarkably stable topological structures during reprogramming 306 

(Supplementary Fig.9a). However, cell type-specific loops, representing a minor fraction of all 307 

loops (13% for B cells, 5% for PSCs49), showed a dynamic behaviour: while B cell-specific loops 308 

lost interaction strength, PSC-specific loops were established de novo from D4 onward (Fig.5a). 309 

Intriguingly, the nature of these somatic and pluripotent cell type-specific loops appeared to be 310 

different: PSC-specific loops were larger than B cell-specific loops, localized mostly to the B 311 

compartment (while virtually all B cell-specific loops localized to A), contained fewer genes that 312 

showed lower average gene expression levels and were less enriched for cell type-specific genes 313 

(Fig.5b-c, Supplementary Fig.9b). However, in both cases the presence of a loop positively 314 

correlated with gene expression changes, indicating that both the formation and loss of cell 315 

type-specific loops are dynamically linked to gene regulation (Fig.5d). 316 

 317 

Transcription factors drive topological genome reorganization 318 

We investigated the impact of C/EBPα and OSKM on genome topology. Approximately 5% of the 319 

genome switched compartment during the C/EBPα-induced B-to-Bα transition and 5% during 320 

the OSKM-induced Bα-to-D2 transition. Of these early switching regions, only 29% (B-to-Bα) and 321 

36% (Bα-to-D2) represented stable switches (Supplementary Fig.10a). C/EBPα had a largely 322 

repressive effect (66% A-to-B switches, e.g. Ebf1), while OSKM operated predominately as an 323 

activator (70% B-to-A switches, e.g. Klf9) (Fig.5e, Supplementary Fig.10a). Both C/EBPα and 324 

OSKM evoked A-to-B switching and transcriptional silencing of B cell-related loci. At D2, OSKM 325 

induced B-to-A switching and activation of known target genes of pluripotency factors involved 326 

in developmental processes (Supplementary Fig.10b). However, genes undergoing stable B-to-327 

A switching in Bα cells were only upregulated after OSKM activation, including genes implicated 328 

in early embryonic development (e.g. Dppa3, Supplementary Fig.10c). Globally, C/EBPα 329 

binding was strongly enriched in the previously identified A-to-B switching clusters and 330 

depleted in B-to-A switching clusters (Fig.5f). In contrast, Oct4 and Klf4 binding (as inferred by 331 

ATAC-Seq) was concentrated in B-to-A switching regions (Fig.5f, Supplementary Fig.10d). This 332 

biased genomic distribution was already apparent at D2 and was stably maintained or 333 

reinforced, with early switching clusters (D2-D4) being rapidly targeted by Oct4 and Klf4 and late 334 

switching clusters (D6-PSC) becoming more gradually enriched (Fig.5g).  335 

 We next examined TF action at TAD borders. Oct4 target sites within ~30% of all border 336 

regions were already accessible at D2 (Supplementary Fig.10e). Oct4 or Klf4 recruitment to the 337 
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most dynamic borders at D2 correlated with accelerated I-score gains as compared to borders 338 

bound at later time points (Fig.5h, Supplementary Fig.10f). C/EBPα-bound borders increased 339 

their I-scores more rapidly only after OSKM activation at D2 (Fig.5h) and Oct4 enrichment was 340 

significantly higher at borders previously bound by C/EBPα (Supplementary Fig.10g), 341 

suggesting that C/EBPα primes border regions for subsequent OSKM-induced topological 342 

changes. In agreement, Oct4, Klf4 and C/EBPα were frequently recruited to the same dynamic 343 

borders early in reprogramming (Supplementary Fig.10h). 344 

 TF-bound sites cluster over large distances14,51,57,58, prompting us to address the dynamics 345 

of such 3D crosstalk during reprogramming by measuring inter-TAD spatial connectivity 346 

between TF-bound genomic sites at 5 kb resolution (within a 2-10 Mb window, analogous to PE-347 

SCAn51). We observed strong interactions between Ebf1 or Pu.1 binding sites in B cells in 348 

agreement with their function as key B cell regulators (Fig.6a). These interaction networks 349 

largely disappeared for Ebf1 in Bα and for Pu.1 in D4 cells. Spatial clustering of C/EBPα targets 350 

was already present in B cells (Fig.6a), indicating that C/EBPα exploits existing 3D interaction 351 

hubs, such as those formed by Pu.1. Alongside interaction hubs mediated by hematopoietic TFs, 352 

Oct4 binding sites clustered from D2 onwards to establish 3D crosstalk between PSC-specific 353 

regulatory elements, showing that interaction hubs mediated by lineage-specific and 354 

pluripotency TFs can coexist (Fig.6a). Moreover, Nanog targeted regions formed interaction 355 

hubs as early as D2, before the gene becomes expressed at D4 (Fig.6a), suggesting that late 356 

pluripotency factors hitchhike onto an OSKM-mediated interaction hub to lock-in the PSC fate. 357 

 In summary, C/EBPα and OSKM binding correlates with accelerated topological 358 

remodeling of compartmentalization and TAD insulation. In addition, computing inter-TAD 3D 359 

crosstalk between TF targets enabled us to visualize the stage-specific formation and 360 

disassembly of TF interaction hubs during reprogramming.  361 

 362 

DISCUSSION 363 

Our analysis of somatic cell reprogramming (summarized in Supplementary Fig.10i) revealed 364 

that the overall dynamics of genome topology, chromatin state and gene expression are closely 365 

coupled. Nevertheless, this coupling often occurs in a non-synchronous manner: changes in 366 

subnuclear compartmentalization, TAD connectivity and TAD border insulation strength 367 

frequently precede transcriptional changes, with the reverse situation occurring only at low 368 

frequencies. We propose that transcription factors induce successive changes in chromatin state 369 
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and genome architecture to enable gene regulatory rewiring during cell reprogramming 370 

(Fig.6b). Genome topology as an instructive force that facilitates transcriptional changes may 371 

represent a general principle for cell fate decisions.  372 

Our findings also provide an explanation for the sequential activation of the genes 373 

encoding the pluripotency factors Oct4, Nanog and Sox2 in spite of the cells’ continuous 374 

exposure to the Yamanaka factors (Fig.6c). The embedding of Oct4 and its enhancers within an 375 

A compartment domain, surrounded by genes highly expressed in B cells, may explain its almost 376 

immediate activation by OSKM without detectable topological alterations. In contrast, the late 377 

activation of Nanog and Sox2 is preceded and accompanied by substantial changes in 378 

compartmentalization and TAD structure, indicating that the removal of topological barriers 379 

creates new opportunities for gene regulation. That active chromatin dynamics often anticipate 380 

changes in subnuclear compartmentalization suggests it plays a major role in mediating 381 

switches between the active A and the inactive B compartments (Fig.6b), in line with imaging 382 

and local chromatin conformation analyses59,60. Given the strong correlation between 383 

compartmentalization and DNA replication timing61, it will be of interest to attempt coupling 384 

changes in replication timing with the dynamics of genome topology and gene regulation. A 385 

preliminary analysis suggests that replication timing in the starting cell state is not a strong 386 

predictor of ordered A/B compartment switching (Supplementary Fig.11). Perturbation 387 

experiments aimed at demonstrating causality between specific topological changes and their 388 

effects on reprogramming represent a next frontier in dissecting the relationship between 389 

genome form, genome function and cell fate. 390 

Previous studies have defined TADs as stable topological structures with little cell type-391 

specificity17,50. At a qualitative level  (i.e. present or not), we indeed find a minor portion of TAD 392 

borders to be altered during reprogramming. However, there are notable exceptions (e.g. de 393 

novo border establishment near Sox2), thus cautioning against the use of TAD definitions from 394 

unrelated cell types for the interpretation of gene regulatory processes. However, quantitative 395 

aspects of TADs, namely their connectivity and insulation potential, are subject to substantial 396 

changes during reprogramming and therefore more cell type-specific in nature.  397 

 How do TFs drive 3D genome changes? C/EBPα and Oct4 are selectively enriched in 398 

different regions destined to switch compartment. Here, TFs could act by inducing the 399 

subnuclear repositioning of specific loci62, for example by initiating modification of local 400 

chromatin states. In addition, the TFs rapidly induce insulation strength changes at the most 401 

dynamic TAD borders, independent of major changes in compartmentalization or chromatin 402 
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state. Separate modes of action for TFs at these two topological levels seem plausible, as 403 

compartmentalization and TAD organization have been suggested to depend on distinct 404 

mechanisms63,64. Mechanistically, intrinsic abilities (e.g. via TF dimerization24) or interactions with 405 

canonical architectural proteins65-67 could allow TFs to modify genome topology. Here, inter-TAD 406 

hubs of TF target regions could contribute to topological reorganization by TFs, possibly 407 

through exploiting architecture previously established by other factors. As early targets (Fig.1), 408 

superenhancer regions may provide key platforms for TFs to achieve topological genome 409 

remodeling68. The ability of lineage instructive regulators to alter genome topology raises the 410 

possibility that in addition to their classical role as transcriptional regulators they possess 411 

unappreciated architectural functions at distinct topological layers. 412 

  413 
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FIGURE LEGENDS 581 

 582 

Figure 1. Dynamics of the transcriptome and epigenome during reprogramming. (a) 583 

Schematic overview of the reprogramming system. C/EBPα-ER in B cells is translocated into the 584 

nucleus upon beta-estradiol (β-est.) treatment. After β-est. wash-out, Oct4, Sox2, Klf4 and Myc 585 

(OSKM) are induced by doxycycline (doxy.). (b) Box plots of gene expression dynamics 586 

(normalized counts) of a set of core B cell (‘somatic’, n=25) and PSC (‘pluripotency’, n=25) 587 

identity genes. (c) Average gene expression kinetics of Oct4, Nanog and Sox2 during 588 

reprogramming (n=2, relative to the levels in PSCs). Inset shows Nanog expression first appears 589 

at D4. (d) Principal component analysis (PCA) of gene expression dynamics (n=16,332 genes) 590 

during reprogramming. A red arrow indicates hypothetical trajectory. (e) Representative 591 

examples of chromatin opening (measured by ATAC-Seq) and H3K4Me2 deposition (measured 592 

by ChIPmentation) at gene regulatory elements controlling B cell (Ebf1) or pluripotency (Zfp42 593 

and Nanog) genes. (f) PCA of H3K4Me2 dynamics during reprogramming (n=26,351 100kb 594 

genomic bins). A red arrow indicates hypothetical trajectory. (g) Box plots of dynamics of 595 

H3K4Me2 deposition (top) and chromatin accessibility (bottom) at Oct4 binding sites outside 596 

(n=31,869) and inside (n=821) PSC superenhancers (SEs). (h) Expression dynamics of genes 597 

associated with a SE in PSCs (mean values shown, n=328 genes). Error bars denote 95% CI. 598 

(*P<0.01, **P<0.001 versus B cells, unpaired two-tailed t-test). (i) Fraction of H3K4Me2+ Oct4 599 

binding sites in PSC SEs (n=821) during reprogramming; table shows a gene ontology (GO) 600 

analysis for SE genes (n=212) associated with early Oct4 recruitment. 601 

 602 
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Figure 2. Kinetics of subnuclear compartmentalization, the transcriptome and epigenome. 604 

(a) Schematic representation of chromosome compartments. (b) Scatterplots of PC1 values 605 

(n=26,370 100kb bins) showing changes to initial B cell genome compartmentalization for 606 

chromosome 13. Pearson correlation coefficient (R2) is indicated in red. (c) Principal component 607 

analysis (red arrow indicates hypothetical trajectory) and unsupervised hierarchical clustering 608 

(right) of PC1 values (n=26,370 bins). (d) Absolute PC1 changes per timepoint for regions 609 

(n=35,348) that switch compartment or do not switch (‘stable’) but increase (-) or decrease (+) in 610 

PC1 value. (e) Box plots of normalized transcript counts for key pluripotency genes (n=25) that 611 

are stably associated with the A compartment or switch from B to A. (f) Compartment switching 612 

at stably upregulated genes. (g) k-means clustering (k=20) of PC1 values for 100kb genomic bins 613 

that switch compartment at any timepoint. (h) Examples of individual switching clusters with 614 

concomitant mean gene expression and PC1 changes (8/20), clusters with PC1 changes 615 

preceding expression changes (9/20), and clusters with expression changes preceding PC1 616 

changes (1/20) or with both phenomena (2/20). (i) Examples of individual switching clusters that 617 

show concomitant mean PC1/H3K4Me2 changes (13/20) or H3K4Me2 kinetics preceding PC1 618 

modulation (7/20). (j) Proportion of genes (n=8,218) located in the different categories of 619 

switching clusters. (k) Genome browser view of the Gdf3-Dppa3-Nanog locus. Top part shows 620 

integrated PC1 (shading denotes A/B compartment status) and RNA-Seq values, with B-to-A 621 

switch regions per replicate indicated below. Bottom part depicts superenhancer (SE) location, 622 

Oct4 binding, C/EBPα binding, H3K4Me2 dynamics and ATAC-Seq peaks. Green shading 623 

indicates priming of Dppa3/Nanog enhancers at D2. Error bars in the figure represent SEM. 624 

 625 
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Figure 3. Kinetics of domain insulation during reprogramming. (a) Ctcf enrichment 627 

dynamics (from ChIP-Seq experiments during reprogramming) at TAD borders that are gained 628 

(n=431), lost (n=124) or invariant (n=2,185) during reprogramming. (b) Gene expression 629 

dynamics at transcriptionally modulated border regions (divided into up or downregulated 630 

groups per timepoint) gained or lost D2 or Bα stages (*P<0.05, **P<0.005 versus B cells; unpaired 631 

two-tailed t-test). Sample sizes are indicated in Supplementary Fig.5. (c) Cartoon illustrating the 632 

concept of the insulation strength score (I-score). (d) k-means clustering (k=20) of I-score. Bar 633 

graphs show I-score kinetics for groups that increase (n=1,291), decrease (n=141), transiently 634 

increase (n=159) or do not change (n=1,509). (e) Representative in-situ Hi-C contact maps (20kb 635 

resolution) of the Dppa3-Nanog border or (f) the internal Sox2 border comparing. Black arrows 636 

indicate loops; green arrow indicates border formation. (g) I-score kinetics of the Nanog and 637 

Sox2 borders. (h,i) Representative virtual 4C analysis using Nanog (panel h) or Sox2 (panel i) as 638 

viewpoints. TAD border and superenhancer (SE) are indicated. Log2 ratio (over B) is shown 639 

below each line graph, percentages shown in panel i depict proportions of all interactions with 640 

Sox2. (j) Proportion of interactions with Sox2 from the immediate upstream or downstream 641 

region (indicated in panel i). Timing of key events involved in Sox2 activation is indicated. (k) 642 

Gene expression and I-score kinetics at dynamic border regions where I-score changes precede 643 

transcriptional modulation (49%, n=43/88). Line graphs depict I-score and gene expression 644 

dynamics for those borders where gene expression is downregulated or upregulated. Error 645 

bars/shading represent 95% CI. 646 
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Figure 4. Dynamics of TAD connectivity during reprogramming. (a) Cartoon depicting 648 

domain score (D-score) calculation. Arrows indicate intra or inter TAD interactions. (b) Principal 649 

component analysis (left) and unsupervised hierarchical clustering (right) of D-score kinetics 650 

(n=2,153 TADs). Red arrow indicates hypothetical trajectory. (c) k-means clustering (k=20) of 651 

genome-wide relative D-score (centered on mean). (d) Examples of individual dynamic D-score 652 

clusters for which gene expression and D-Score kinetics (mean values presented, number of 653 

genes per cluster indicated) are concomitant or where D-score changes precede transcriptional 654 

changes. Error bars show SEM. R-values denote Pearson correlation coefficients. (e) Average 655 

relative D-score changes for chromosome 9 (n=115 TADs), all autosomes combined (n=1,959 656 

TADs) and the X chromosome (n=106 TADs). Shading denotes 95% CI. (f) Mean gene expression 657 

changes (versus B cells, n=2 independent biological replicate reprogramming expriments) of key 658 

regulators of X-chromosome re/inactivation during reprogramming. (g) Representative in-situ 659 

Hi-C contact maps (50kb resolution) of a 14.5 Mb region on the X chromosome during 660 

reprogramming. B-D2 cells carry one inactive X (Xi) and one active X (Xa) chromosome; D8-PSC 661 

cells carry two Xa. 662 
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Figure 5. Chromatin loop and transcription factor binding dynamics. (a) Meta-loop analysis 664 

at 5kb resolution of B cell or PSC-specific loops49. Area shown is centered on the respective TF 665 

binding sites (+/- 50kb). (b) Boxplot showing median loop size (P=1.0e-09, Wilcoxon rank sum 666 

test) and average number of genes per loop for B cell (n=347) or PSC-specific (n=247) loops. (c) 667 

Cartoon depicting percentage of B cell or PSC-specific loops within A or B compartments in 668 

reprogramming end stages. (d) Boxplot showing gene expression dynamics of genes within B 669 

cell (left, n=1874)) or PSC-specific (right, n=469) loops (**P<0.005, ***P<0.001 versus B cells; 670 

Wilcoxon rank sum test). (e) Examples of C/EBPα-mediated A-to-B switching (Ebf1 locus) and 671 

OSKM-mediated B-to-A switching (Klf9 locus). Superenhancer (SE) location is indicated. (f) 672 

C/EBPα and Oct4 binding enrichment (inferred from ChIP-Seq and ATAC-Seq, respectively, see 673 

Supplemental Materials) relative to the genome-wide average at the 20 switching clusters 674 

shown in Fig.2g. Mean values with 95% CI are shown. (g) Box plots showing Oct4 and Klf4 675 

binding enrichment in clusters (n=10) that switch B-to-A compartment early (D2-D4) or late (D6-676 

PSC). Statistically significance was assessed using an unpaired two-tailed t-test. (h) Insulation 677 

strength (I-score) dynamics at hyper-dynamic borders (n=184) bound (n=123 for C/EBPα; n=37 678 

for Oct4; n=22 for Klf4) or not bound (n=61 for C/EBPα; n=147 for Oct4; n=162 for Klf4) by the 679 

indicated TFs. Statistically significance was assessed using an unpaired two-tailed t-test). 680 
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Figure 6. Dynamics of 3D crosstalk between transcription factor target sites and model 683 

schemes. (a) 3D interaction meta-plots (5kb resolution) depicting interaction frequencies of 684 

sites bound by the indicated TFs during reprogramming. Hubs visualize inter-TAD crosstalk 685 

between TF binding sites 2-10 Mb apart. Area shown is centered on the respective TF binding 686 

sites (+/- 50kb). (b) Summary scheme depicting the interplay between TF binding, chromatin 687 

state, various aspects of genome topology and gene regulation during cell reprogramming. 688 

Arrows denote synchronous, preceding or lagging relationships. Arrow thickness indicates 689 

prevalence. (c) Activation scenarios for the pluripotency factors Oct4, Nanog and Sox2. Oct4 690 

activation does not seem to require major topological modifications, as the gene and its 691 

superenhancer (SE) already reside in the A compartment in B cells and TAD border strength is 692 

unaltered. In contrast, Nanog activation is preceded by B-to-A compartment switching of its 693 

nearby SE as well as a decrease in TAD border strength that facilitates Nanog-SE interaction. Sox2 694 

activation is preceded by the formation of a new TAD border through chromatin loop formation 695 

that progressively insulates the gene and its SE into a smaller subdomain. The complete 1.6 Mb 696 

Sox2 region switches from the B to the A compartment, concomitant with activation of the gene 697 

at D6.     698 
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ONLINE METHODS 699 

 700 

Mice 701 

We crossed ‘reprogrammable mice’ containing a doxycycline-inducible OSKM cassette and the 702 

tetracycline transactivator69 with an Oct4-GFP reporter strain70, as previously described31,32. B 703 

cells were isolated from 8 to 16 week old female mice (n=6 animals per biological replicate). 704 

Mice were housed in standard cages under 12h light–dark cycles and fed ad libitum with a 705 

standard chow diet. All experiments were approved by the Ethics Committee of the Barcelona 706 

Biomedical Research Park (PRBB) and performed according to Spanish and European legislation. 707 

 708 

Cell culture & somatic cell reprogramming 709 

Embryonic stem cells (E14TG2a) and short-term induced PSCs were cultured on gelatinized 710 

plates or Mitomycin C inactivated mouse embryonic fibroblasts (MEFs) in N2B27 medium (50% 711 

DMEM-F12, 50% Neurobasal medium, N2 (100x), B27 (50x)) supplemented with small-molecule 712 

inhibitors PD (1μM, PD0325901) and CHIR (3 μM, CHIR99021), as well as LIF (10 ng ml-1). 713 

Reprogramming of primary B cells isolated from the bone marrow of reprogrammable/Oct4-GFP 714 

mice was performed as previously described32. Two independent biological replicate 715 

reprogramming experiments were used for data generation. Briefly, pre-B cells were infected 716 

with C/EBPαER-hCD4 retrovirus, plated at 500 cells cm-2 in gelatinized 12 well plates on 717 

Mitomycin C inactivated MEF feeders in RPMI medium. C/EBPα was activated by adding 100 nM 718 

β-estradiol (E2) for 18 hours. After E2 washout, the cultures were switched to N2B27 medium 719 

supplemented with IL-4 (10 ng ml-1), IL-7 (10 ng ml-1) and IL-15 (2 ng ml-1). OSKM was activated 720 

by adding 2 μg ml-1 of doxycycline. Harvesting was done at indicated time points by 721 

trypsinization followed by a 20 min pre-plating step to remove feeder cells. All cell lines have 722 

been routinely tested for mycoplasma contamination. 723 

 724 

RNA isolation, quantitative RT-PCR and RNA-Sequencing (RNA-Seq) 725 

RNA was extracted using the miRNeasy mini kit (Qiagen) and quantified by Nanodrop. cDNA was 726 

produced with the High Capacity RNA-to-cDNA kit (Applied Biosystems) and used for qRT-PCR 727 

analysis in triplicate reactions with the SYBR Green QPCR Master Mix (Applied Biosystems). 728 

Primers are available upon request. Libraries were prepared using the Illumina TruSeq Stranded 729 

mRNA Library Preparation Kit followed by paired-end sequencing (2x125bp) on an Illumina 730 

HiSeq2500.  731 
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 732 

Assay for Transposase-Accessible Chromatin with high throughput sequencing  (ATAC-Seq) 733 

ATAC-seq was performed as previously described32. 100,000 cells were washed once with 100 μl 734 

PBS and resuspended in 50 μl lysis buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl2, 735 

0.2% IGEPAL CA-630). Cells were centrifuged for 10 min at 500g (4°C), supernatant was removed 736 

and nuclei were resuspended in 50 μl transposition reaction mix (25 μl TD buffer, 2.5 μl Tn5 737 

transposase and 22.5 μl nuclease-free water) and incubated at 37°C for 45 min. DNA was isolated 738 

using the MinElute DNA Purification Kit (Qiagen). Library amplification was performed by two 739 

sequential PCR reactions (8 and 5 cycles, respectively). Library quality was checked on a 740 

Bioanalyzer, followed by paired-end sequencing (2x75bp) on an Illumina HiSeq2500.   741 

 742 

Chromatin Immunoprecipitation followed by high throughput sequencing (ChIP[m]-Seq) 743 

ChIP-Seq using tagmentation (ChIPmentation) was performed as previously described36 with 744 

100,000 crosslinked cells using 1 μl of H3K4me2 antibody (Abcam, ab32356) per IP. 745 

Tagmentation of immobilized H3K4me2-enriched chromatin was performed for 2 min at 37°C in 746 

25 μl transposition reaction mix (12.5 μl TD buffer, 1.0 μl Tn5 transposase and 11.5 μl nuclease-747 

free water). Library amplification was performed as described for ATAC-Seq. Library quality was 748 

checked on a Bioanalyzer, followed by sequencing (1x75bp) on an Illumina NextSeq500. 749 

Conventional ChIP-Seq was performed as previously described71 with 300,000 crosslinked cells 750 

using 5 μl of Ctcf antibody (Millipore, 07-729). Libraries were prepared using the Illumina TruSeq 751 

ChIP Library Preparation Kit and sequenced (1x50bp) on an Illumina HiSeq2500.  752 

 753 

Chromosome Conformation Capture followed by high-throughput sequencing (4C-Seq) 754 

4C-seq was performed as described previously72,73. Briefly, 0.5-1.0 million crosslinked nuclei were 755 

digested with Csp6I followed by ligation under dilute conditions. After decrosslinking and DNA 756 

purification, samples were digested overnight with DpnII and once more ligated under dilute 757 

conditions. Column-purified DNA was directly used as input for inverse PCR using primers 758 

(available upon request) with Illumina adapter sequences as overhangs. Several PCR reactions 759 

were pooled, purified and sequenced (1x75bp) on an Illumina HiSeq2500.  760 

 761 

Gene Ontology (GO) analysis 762 

GO analyses were performed using the Molecular Signatures Database (MSigDB)74 for gene lists 763 

or GREAT75 for peak lists. Only statistically significant (FDR<0.01) terms and pathways were used. 764 
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 765 

In-situ Hi-C library preparation 766 

In-situ Hi-C was performed as described11 with the following modifications: 1) Two million cells 767 

were used as starting material; 2) chromatin was initially digested with 100 U MboI (New 768 

England Biolabs) for 2 hours, followed by addition of another 100U (2 hour incubation) and a 769 

final 100U before overnight incubation; 3) before fill-in with bio-dATP, nuclei were pelleted and 770 

resuspended in fresh 1x NEB2 buffer; 4) ligation was performed overnight at 24°C using 10,000 771 

cohesive end units per reaction; 5) decrosslinked and purified DNA was sonicated to an average 772 

size of 300-400 bp using a Bioruptor Pico (Diagenode; 7 cycles of 20 s on and 60 s off); 6) DNA 773 

fragment size selection was only performed after final library amplification; 7) library preparation 774 

was performed with the NEBNext DNA Library Prep Kit (New England Biolabs) using 3 μl 775 

NEBNext adaptor in the ligation step; 8) libraries were amplified for 8-12 cycles using Herculase II 776 

Fusion DNA Polymerase (Agilent) and purified/size-selected using Agencourt AMPure XP beads 777 

(>200 bp). Hi-C Library quality was assessed by ClaI digest and low-coverage sequencing on an 778 

Illumina NextSeq500, after which every technical replicate (n=2) of each biological replicate 779 

(n=2) was sequenced at high-coverage on an Illumina HiSeq2500. Data from technical replicates 780 

was pooled for downstream analysis. We sequenced >18 billion reads in total to obtain 0.78-1.21 781 

billion valid interactions per timepoint per biological replicate (see Supplementary Table 1 for 782 

dataset statistics).            783 

 784 

Gene expression analysis using RNA-Seq data 785 

Reads were mapped using STAR76 (-outFilterMultimapNmax 1 -outFilterMismatchNmax 999 -786 

outFilterMismatchNoverLmax 0.06 -sjdbOverhang 100 –outFilterType BySJout -787 

alignSJoverhangMin 8 -alignSJDBoverhangMin 1 -alignIntronMin 20 -alignIntronMax 1000000 -788 

alignMatesGapMax 1000000) and the Ensembl mouse genome annotation (GRCm38.78). Gene 789 

expression was quantified using STAR (--quantMode GeneCounts). Sample scaling and statistical 790 

analysis were performed using the R package DESeq277 (R 3.1.0 and Bioconductor 3.0) and vsd 791 

counts were used for further analysis unless stated otherwise. Standard RPKM values were used 792 

as an absolute measure of gene expression. Genes changing significantly at any time point were 793 

identified using the nbinomLRT test (FDR<0.01) and for>2-fold change between at least two 794 

time points (average of two biological replicates, vsd values). Clustering was performed using 795 

the Rpackage Mfuzz (2.26.0). 796 

 797 
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Chromatin accessibility analysis using ATAC-Seq data 798 

Reads were mapped to the UCSC mouse genome build (mm10) using Bowtie278 with standard 799 

settings. Reads mapping to multiple locations in the genome were removed using SAMtools79; 800 

PCR duplicates were filtered using Picard. Bam files were parsed to HOMER80 for downstream 801 

analyses and browser visualization. Peaks in ATAC-Seq signal were identified using findPeaks (-802 

region -localSize 50000 -size 250 -minDist 500 -fragLength 0, FDR<0.001).   803 

 804 

ChIPmentation/ChIP-Seq data analysis 805 

Reads were mapped and filtered as described for ATAC-Seq. H3K4me2 enriched regions were 806 

identified using HOMER findpeaks (findPeaks -region -size 1000 -minDist 2500, using a mock IgG 807 

experiment as background signal). H3K4me2 coverage per 100kb genomic bin was computed 808 

using BEDTools81 and normalized for differences in sequencing depth (normalized coverage = 809 

coverage / (number of unique mapped reads in dataset / 1e6)). Ctcf peaks were identified using 810 

MACS282 with callpeak --nolambda --nomodel -g mm --extsize 100 -q 0.01.       811 

 812 

4C-Seq data analysis 813 

The sequence of the 4C-Seq reading primer was trimmed from the 5’ of reads using the 814 

demultiplex.py script from the R package fourCseq83 (allowing 4 mismatches). Reads in which 815 

this sequence could not be found were discarded. Reads were mapped using STAR and 816 

processed using fourCseq to filter out reads not located at the end of a valid fragment and to 817 

count reads per fragment. Signal tracks were made after smoothing RPKM counts per fragment 818 

with a running mean over three fragments. 819 

 820 

In-situ Hi-C data processing and normalization 821 

We processed Hi-C data using an in-house pipeline based on TADbit84. First, quality of the reads 822 

was checked using FastQC to discard problematic samples and detect systematic artifacts. 823 

Trimmomatic85 with the recommended parameters for paired end reads was used to remove 824 

adapter sequences and poor quality reads (ILLUMINACLIP:TruSeq3-PE.fa:2:30:12:1:true; 825 

LEADING:3; TRAILING:3; MAXINFO:targetLength:0.999; and MINLEN:36).  826 

 For mapping, a fragment-based strategy as implemented in TADbit was used, which is 827 

similar to previously published protocols86. Briefly, each side of the sequenced read was mapped 828 

in full length to the reference genome (mm10, Dec 2011 GRCm38).  After this step, if a read was 829 

not uniquely mapped, we assumed the read was chimeric due to ligation of several DNA 830 
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fragments. We next searched for ligation sites, discarding those reads in which no ligation site 831 

was found. Remaining reads were split as often as ligation sites were found.  Individual split read 832 

fragments were then mapped independently. These steps were repeated for each read in the 833 

input FASTQ files. Multiple fragments from a single uniquely mapped read will result in as many 834 

contact as possible pairs can be made between the fragments. For example, if a single read was 835 

mapped through three fragments, a total of three contacts (all-versus-all) was represented in the 836 

final contact matrix. We used the TADbit filtering module to remove non-informative contacts 837 

and to create contact matrices. The different categories of filtered reads applied are: 838 

• self-circle: reads coming from a single restriction enzyme (RE) fragment and point to the 839 

outside. 840 

• dangling-end: reads coming from a single RE fragment and point to the inside. 841 

• error: reads coming from a single RE fragment and point in the same direction. 842 

• extra dangling-end: reads coming from different RE fragments but are close enough and 843 

point to the inside. The distance threshold used was left to 500 bp (default), which is 844 

between percentile 95 and 99 of average fragment lengths. 845 

• duplicated: the combination of the start positions and directions of the reads was repeated, 846 

pointing at a PCR artifact. This filter only removed extra copies of the original pair. 847 

• random breaks: start position of one of the reads was too far from RE cutting site, possibly 848 

due to non-canonical enzymatic activity or random physical breaks. Threshold was set to 750 849 

bp (default), > percentile 99.9. 850 

From the resulting contact matrices, low quality bins (those presenting low contacts numbers) 851 

were removed as implemented in TADbit’s “filter_columns” routine. A single round of ICE 852 

normalization87 - also known as “vanilla” normalization11 - was performed. That is, each cell in the 853 

Hi-C matrix was divided by the product of the interactions in its columns and the interactions in 854 

its row. Finally, all matrices were corrected to achieve an average content of one interaction per 855 

cell. 856 

  857 

Identification of subnuclear compartments and topologically associated domains (TADs) 858 

To segment the genome into A/B compartments, normalized Hi-C matrices at 100kb resolution 859 

were corrected for decay as previously published, grouping diagonals when signal-to-noise was 860 

below 0.0511.  Corrected matrices were the split into chromosomal matrices and transformed 861 

into correlation matrices using the Pearson product-moment correlation. The first component of 862 

a PCA (PC1) on each of these matrices was used as a quantitative measure of 863 
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compartmentalization and H3K4Me2 ChIPmentation data was used to assign negative and 864 

positive PC1 categories to the correct compartments. If necessary, the sign of the PC1 (which is 865 

randomly assigned) was inverted so that positive PC1 values corresponded to A compartment 866 

regions and vice versa for the B compartment. 867 

 Normalized contact matrices at 50kb resolution were used to define TADs, using a 868 

previously described method with default parameters43,54. First, for each bin, an insulation index 869 

was obtained based on the number of contacts between bins on each side of a given bin. 870 

Differences in insulation index between both sides of the bin were computed and borders were 871 

called searching for minima within the insulation index. The insulation score of each border was 872 

determined as previously described43, using the difference in the delta vector between the local 873 

maximum to the left and local minimum to the right of the boundary bin. This procedure 874 

resulted in a set of borders for each time point and replicate. To obtain a set of consensus 875 

borders along the time course, we proceeded in two steps: (a) merging borders of replicates and 876 

overlapping merged borders (that is, for each pair of replicates, we expand borders one bin on 877 

each side and kept only those borders present in both replicates as merged borders), and (b) we 878 

further expanded two extra bins (100kb) on each side and determined the overlap to get a 879 

consensus set of borders common to any pair of time points.  880 

 Domain scores were obtained by averaging cells over parts of the Hi-C matrix. In nature, 881 

this metric is sensitive to outlier cells with a lot of counts and is less sensitive to missing data. For 882 

this analysis (and for the meta-loop analysis below) we thus used a more stringent strategy to 883 

remove low-coverage bins by fitting a logistic function to the distribution of the sum of 884 

interactions in each bin: 885 ݂(ݔ) =  ܰ1 + ݁ି௔(௫ି௕) + ܿ 
 886 

Where f is the logistic function optimized by the variables a, b and c. N is the number of bins in 887 

the matrix, and x the number of interactions in a given bin. This fit was implemented by 888 

weighting bins with higher values of interactions, as we considered bins with lower counts 889 

artifacts. We set the weight function as dependent on the bin index, in the context of bins sorted 890 

by their sum of interactions: 891 

௜ܹ =  log (݅)log (ܰ) 
 892 
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With i representing the index of the bin and W the weight applied to the fitting. Once the 893 

logistic function was fitted, we used it to define a threshold. We removed bins with fewer counts 894 

than x when f(x) was equal to zero. The resulting filtered matrices were ICE normalized (1 round, 895 

see above). Finally, domain scores were calculated using matrices binned at 50kb by dividing the 896 

sum of intra-TAD contacts by the sum of all contacts involving the TAD. 897 

 898 

Expression variability explained by TADs 899 

To estimate expression variability, we fitted a hierarchical regression model per gene expression 900 

values for each timepoint, including three levels of organization: the gene itself, the local 901 

neighborhood (the 50 kb TSS bin) and the TAD. We used the variance associated with each level 902 

and the total variance of the model to assess the proportion of variability explained by each 903 

factor. In order to test if topology was playing a role beyond linear proximity of genes, we 904 

repeated the estimation replacing actual TADs by a fixed segmentation of the genome in 905 

domains with the same size as the average TAD (i.e. "fake" TADs, constructed by placing a border 906 

at fixed distances that correspond to the average size of TADs). Model estimation was performed 907 

using the lme4 R package. 908 

 909 

Inter and intra-compartment strength measurements 910 

We followed a previously reported strategy to measure overall interaction strengths within and 911 

between A and B compartments63. Briefly, we based our analysis on the 100kb bins showing the 912 

most extreme PC1 values, discretizing them by percentiles and taking the bottom 20% as B 913 

compartment and the top 20% as A compartment. We classified each bin in the genome 914 

according to PC1 percentiles and gathered contacts between each category, computing the 915 

log2 enrichment over the expected counts by distance decay. Finally, we summarize each type 916 

of interaction (A-A, B-B and A-B/B-A) by taking the median values of the log2 contact 917 

enrichment. 918 

 919 

Meta-analysis of borders, loops and interactions between transcription factor binding sites 920 

To assess whether particular parts of the Hi-C interaction matrices had common structural 921 

features, we performed meta-analyses by merging individual sub-matrices into an average 922 

meta-matrix in a similar fashion as previously published51. Three types of meta-analysis were 923 

performed. First, we studied TAD border dynamics at 50kb resolution by extracting interaction 924 

counts 1.25Mb up and downstream of the TAD border. Extracted matrices were averaged for 925 
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each group of clustered TAD borders, including those that increase, decrease or do not change 926 

in insulation score during reprogramming. Second, using 5kb resolution contact maps, we 927 

investigated the dynamics of a previously identified set of chromatin loops in primary B cells and 928 

PSCs49 by extracting interaction counts 50 kb up and downstream of loop anchor regions. Meta-929 

loop matrices were then calculated by averaging individually subtracted loop matrices into a 930 

single one per group. Third, we studied whether two regions bound by a given transcription 931 

factor (TF) are likely to find each other more than expected within a genomic distance ranging 932 

from 2 to 10Mb.  All sub-matrices at 5kb resolution between pairs of TF binding sites and 50kb 933 

up and downstream of a TF peak were extracted and averaged into a single meta-matrix. For 934 

Oct4, Nanog and Sox2 meta-analyses we used those TF binding sites that overlapped with an 935 

ATAC-Seq peak (see above) at the D2 stage. All meta-analyses were performed using the 936 

observed/expected Hi-C matrices, which were filtered, ICE normalized and corrected for decay. 937 

For visualization proposes, the resulting meta-analysis matrices were smoothed using a 938 

Gaussian filter of sigma=1.  939 

 940 

Virtual 4C analysis and promoter-superenhancer linking 941 

For the generation of v4C profiles we first chose a bait region (e.g. Sox2) and (optionally) a 942 

window size around the bait (final viewpoint window was centered on the bait). We then 943 

extracted the observed Hi-C matrix at 5 kb resolution for that specific region. Rows overlapping 944 

the bait were subsetted after which we summed up all bait rows to get the number of observed 945 

contacts per bin (column). Aiming to reduce noise, we performed a moving average smoothing 946 

(5 bins) to obtain v4C profiles. Count numbers per bin were normalized for differences in 947 

sequencing depth between time points. For visualization purposes, we removed all data 948 

overlapping the bait extended with one bin per side. 949 

 We took advantage of this approach to link promoters to SEs. For each SE, we set a 950 

window of 2 Mb around the SE bait and extracted the corresponding Hi-C matrix at 5 kb 951 

resolution, removing low count and/or mappability bins. Using the full inter-chromosomal 952 

matrix, we computed an expected Hi-C matrix, averaging all pairs of loci at the same distance 953 

per chromosome. After merging the two replicates, we generated virtual 4C profiles for each SE 954 

with the observed and corresponding expected number of counts. These profiles allowed us to 955 

rank nearby promoters according to their contact enrichment (observed/expected), designating 956 

the two highest-ranking genes as putative SE targets. Using this method, we detected a larger 957 

number of genes associated with the superenhancer subset (372 versus the 210 assigned by 958 
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GREAT), which included half of the genes identified using GREAT. GO analyses and gene 959 

expression analyses on the GREAT gene set or this extended target gene set were similar, 960 

although the Hi-C based gene set showed stronger enrichments for GO terms associated with 961 

embryonic development.  Analyses on the Hi-C based gene set were used in Fig.1.  962 

 963 

Integration of B cell replication timing data 964 

We partitioned the genome in 100 Kb bins, labeling the compartment (A, B or 0) for each time 965 

point and biological replicate. Then, we identified the bins with more than one compartment 966 

type (i.e. switching bins). For each bin, the residence time in A or B was the number of 967 

consecutive time points in A or B previous to a switch. The results presented are the grand sum 968 

per compartment, residence time and biological replicate over all switching bins. 969 

 970 

Statistics and Reproducibility 971 

In-situ Hi-C data used throughout the paper was generated by analyzing two independent B-to-972 

iPS replicate reprogramming experiments. Representative data was only shown if results were 973 

similar for both independent biological replicate experiments. All box plots depict the first and 974 

third quartiles as the lower and upper bounds of the box, with a thicker band inside the box 975 

showing the median value and whiskers representing the 1.5x interquartile range. Wilcoxon rank 976 

sum tests were performed using the wilcox.test() function in R in a two-sided manner. T-tests 977 

were performed using the t.test() function in R in an unpaired and two-sided fashion with (n-2) 978 

degrees of freedom.    979 

 980 

Data availability 981 

All data generated has been deposited in the Gene Expression Omnibus (GEO) under GSE96611. 982 

Accession number of published datasets used: Ctcf ChIP-Seq in pre-B cells: SRR39783788; Ctcf 983 

ChIP-Seq in induced PSCs: GSE7647849; Oct4 and Nanog ChIP-Seq in PSCs: GSE4428639; Klf4 ChIP-984 

Seq in PSCs: GSE1143189; C/EBPα and Pu.1 ChIP-Seq in Bα cells: GSE7121532;  Ebf1 V5-ChIP-Seq in 985 

pro-B cells: GSE5359590. CH12 Repli-chip data was obtained from ENCODE (Biosample 986 

ENCBS789HDO). 987 

 988 
  989 



34 

REFERENCES (ONLINE METHODS) 990 
 991 
69. Carey, B.W., Markoulaki, S., Beard, C., Hanna, J. & Jaenisch, R. Single-gene transgenic mouse strains 992 

for reprogramming adult somatic cells. Nat Methods 7, 56-9 (2010). 993 
70. Boiani, M., Eckardt, S., Scholer, H.R. & McLaughlin, K.J. Oct4 distribution and level in mouse clones: 994 

consequences for pluripotency. Genes Dev 16, 1209-19 (2002). 995 
71. van Oevelen, C. et al. C/EBPalpha Activates Pre-existing and De Novo Macrophage Enhancers 996 

during Induced Pre-B Cell Transdifferentiation and Myelopoiesis. Stem Cell Reports 5, 232-47 997 
(2015). 998 

72. Stadhouders, R. et al. Multiplexed chromosome conformation capture sequencing for rapid 999 
genome-scale high-resolution detection of long-range chromatin interactions. Nat Protoc 8, 509-1000 
24 (2013). 1001 

73. Brouwer, R.W., van den Hout, M.C., van, I.W.F., Soler, E. & Stadhouders, R. Unbiased Interrogation 1002 
of 3D Genome Topology Using Chromosome Conformation Capture Coupled to High-1003 
Throughput Sequencing (4C-Seq). Methods Mol Biol 1507, 199-220 (2017). 1004 

74. Liberzon, A. et al. Molecular signatures database (MSigDB) 3.0. Bioinformatics 27, 1739-40 (2011). 1005 
75. McLean, C.Y. et al. GREAT improves functional interpretation of cis-regulatory regions. Nat 1006 

Biotechnol 28, 495-501 (2010). 1007 
76. Dobin, A. et al. STAR: ultrafast universal RNA-seq aligner. Bioinformatics 29, 15-21 (2013). 1008 
77. Love, M.I., Huber, W. & Anders, S. Moderated estimation of fold change and dispersion for RNA-1009 

seq data with DESeq2. Genome Biol 15, 550 (2014). 1010 
78. Langmead, B. & Salzberg, S.L. Fast gapped-read alignment with Bowtie 2. Nat Methods 9, 357-9 1011 

(2012). 1012 
79. Li, H. et al. The Sequence Alignment/Map format and SAMtools. Bioinformatics 25, 2078-9 (2009). 1013 
80. Heinz, S. et al. Simple combinations of lineage-determining transcription factors prime cis-1014 

regulatory elements required for macrophage and B cell identities. Mol Cell 38, 576-89 (2010). 1015 
81. Quinlan, A.R. & Hall, I.M. BEDTools: a flexible suite of utilities for comparing genomic features. 1016 

Bioinformatics 26, 841-2 (2010). 1017 
82. Zhang, Y. et al. Model-based analysis of ChIP-Seq (MACS). Genome Biol 9, R137 (2008). 1018 
83. Klein, F.A. et al. FourCSeq: analysis of 4C sequencing data. Bioinformatics 31, 3085-91 (2015). 1019 
84. Serra, F. et al. Automatic analysis and 3D-modelling of Hi-C data using TADbit reveals structural 1020 

features of the fly chromatin colors. PLoS Comput Biol 13, e1005665 (2017). 1021 
85. Bolger, A.M., Lohse, M. & Usadel, B. Trimmomatic: a flexible trimmer for Illumina sequence data. 1022 

Bioinformatics 30, 2114-20 (2014). 1023 
86. Ay, F. et al. Identifying multi-locus chromatin contacts in human cells using tethered multiple 3C. 1024 

BMC Genomics 16, 121 (2015). 1025 
87. Imakaev, M. et al. Iterative correction of Hi-C data reveals hallmarks of chromosome organization. 1026 

Nat Methods 9, 999-1003 (2012). 1027 
88. Ribeiro de Almeida, C. et al. The DNA-binding protein CTCF limits proximal Vkappa recombination 1028 

and restricts kappa enhancer interactions to the immunoglobulin kappa light chain locus. 1029 
Immunity 35, 501-13 (2011). 1030 

89. Chen, X. et al. Integration of external signaling pathways with the core transcriptional network in 1031 
embryonic stem cells. Cell 133, 1106-17 (2008). 1032 

90. Schwickert, T.A. et al. Stage-specific control of early B cell development by the transcription factor 1033 
Ikaros. Nat Immunol 15, 283-93 (2014). 1034 

 1035 

  1036 



35 

SUPPLEMENTARY FIGURE LEGENDS 1037 

 1038 

Supplementary Figure 1. Transcriptome and epigenome dynamics during reprogramming. 1039 

(a) Genome browser view of Sall4 gene expression measured by RNA-Seq data (two biological 1040 

replicates per timepoint). Bar graph insert depicts qRT-PCR measurements of Sall4 expression in 1041 

two independent biological replicate reprogramming experiments (bars indicate mean values). 1042 

(b) Scatterplot of RPKM gene expression values (n=16,332 genes) for biological replicates 1 and 1043 

2 (iPS samples shown). (c) Pearson correlation (R2) values between RNA-Seq replicates (n=16,332 1044 

genes) for all timepoints. (d) Genome browser views of the Ctsg and Rag genes with H3K4Me2 1045 

ChIPmentation (red) or ATAC-Seq (blue) profiles during reprogramming. Bar graphs below show 1046 

gene expression dynamics (bars indicate mean values, n=2). (e) qRT-PCR measurements of 1047 

Nanog (top) and Sox2 (bottom) expression (mean values, n=2) using primers that detect both 1048 

mRNA and primary transcripts. Red rectangles indicate area depicted in smaller zoom-in graph 1049 

on the right. (f) Normalized genome-wide H3K4Me2 (marking active chromatin) coverage per 1050 

timepoint. (g) Fraction of Oct4 binding sites in PSCs overlapping with an ATAC-Seq peak 1051 

(‘ATAC+’) during a representative reprogramming time course. Absolute numbers of sites are 1052 

shown. (h) ATAC-Seq and (i) H3K4Me2 coverage profiles for Oct4 binding sites in PSCs inside 1053 

(left, n=821) and outside (right, n=31,869) PSC superenhancers (SEs) during reprogramming. 1054 

Error bars in the figure denote 95% CI. 1055 

  1056 
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Supplementary Figure 2. Subnuclear compartmentalization dynamics during 1057 

reprogramming. (a) Representative in-situ Hi-C contact maps (50kb resolution) of a 22.5 Mb 1058 

region on chromosome 3. (b) Pearson correlation coefficient (R2) heatmap of PC1 value 1059 

comparisons between timepoints. (c) Line chart depicting genome fractions assigned to A or B 1060 

compartments at the different time points. Regions that could not be assigned (PC1=0, e.g. 1061 

telomeric regions) are shown in gray. (d) Overall contact enrichment for 100kb bins within the A 1062 

(left) or B (middle) compartment or between A and B (right) compartments during 1063 

reprogramming. (e) Fraction of the genome that switches compartment at any point during the 1064 

time course. Bar graph depicts switching percentages per timepoint. (f) Overlay of principal 1065 

component analyses for gene expression (blue) and compartmentalization (red) dynamics 1066 

reveals similar trajectories. Sample sizes are indicated in Fig.1d and Fig.2c. (g) Gene expression 1067 

changes for genes in bins that switch compartment at any timepoint (n=2,676 for A-to-B; 1068 

n=2,667 for B-to-A) or do not switch (‘stable’, n=21,027)) during reprogramming (*P<2.2e-16, 1069 

Wilcoxon rank-sum test). (h) Gene ontology terms associated with the two categories of 1070 

switching genes. (i) Average absolute PC1 score of switching or non-switching (‘stable) bins as a 1071 

function of their distance to the nearest A/B compartment border. Samples sizes as in panel g. (j) 1072 

Average distance to the nearest compartment border of non-switching stable bins divided by 1073 

the average distance of the two types of switching bins. Switching bins are significantly closer to 1074 

borders than stable bins at all timepoints (Poisson regression, P<4.97e-31). (k) Cartoon 1075 

summarizing characteristics of compartment switching dynamics: compartmentalization 1076 

dynamics are highest in regions of low PC1 and near compartment domain borders. Error bars in 1077 

all plots denote 95% CI.  1078 
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Supplementary Figure 3. Relationship between subnuclear compartmentalization and 1079 

gene expression changes. (a,b) Comparison of gene expression and PC1 dynamics for key B 1080 

cell (panel a) and pluripotency (panel b) genes (n=25). Genes were grouped into those stably 1081 

associated with the A compartment (left, n=10) and those that switch (right, n=15). Pie charts 1082 

depict changes in compartment status for these genes during reprogramming. (c,d) Gene 1083 

expression (top) and PC1 (bottom) kinetics for downregulated genes (<-0.5 log2, panel c) or 1084 

upregulated genes (>0.5 log2, panel d) between reprogramming endpoints. Genes were 1085 

grouped into those stably associated with the A compartment (left; n=6,119 for upregulated 1086 

genes, n=6,696 for downregulated genes) and those that switch (right; n=1,191 for upregulated 1087 

genes, n=1,755 for downregulated genes). Grey shading marks first timepoint of significant 1088 

change (versus B, *P<0.01, Wilcoxon rank-sum test). Boxplots on the right depict the extent of 1089 

expression change (PSC versus B) for the two groups of genes. (e) Gene expression clusters of 1090 

genes stably upregulated during reprogramming at different stages. Line graphs on the right 1091 

depict average kinetics, gray shading marks first timepoint of significant change. (f) Gene 1092 

expression (top) and PC1 (bottom) kinetics for stably upregulated genes (from two clusters 1093 

shown in panel e; n=64 for the left plot, n=86 for the right plot) that switch compartment 1094 

preceding transcriptional upregulation. Gray shading indicates timepoint at which switching 1095 

was completed. (g) Change in PC1 value (relative to B cells) during reprogramming for bins 1096 

containing PSC superenhancers (n=262, P = 0.0004, Wilcoxon rank-sum test). Error bars denote 1097 

SEM.   1098 
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Supplementary Figure 4. Integrated kinetics of gene expression, compartmentalization 1099 

and chromatin state. (a) Dynamics of average gene expression versus PC1 (left) and H3K4Me2 1100 

levels versus PC1 (right) for all 20 individual switching clusters (see Fig.2g). Arrows indicate time 1101 

points were the correlation between either expression or H3K4Me2 and PC1 is lost. Sample sizes 1102 

are shown in panel b. (b) Summarized gene ontology (GO) annotation of the 20 switching 1103 

clusters grouped by switching type and with relationship class (gene expression versus PC1; 1104 

concom. = concomitant) indicated. Error bars in all plots denote SEM.   1105 
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Supplementary Figure 5. TAD dynamics during reprogramming. (a) Number of TAD borders 1106 

identified per timepoint for each biological replicate. (b) TAD border reproducibility between 1107 

replicates as measured by the Jaccard index. (c) Average enrichment of Ctcf and transcription 1108 

start sites (TSS) at borders (compared to their genome-wide distribution, n=3100) in two 1109 

replicate datasets for B cells and PSCs (*P<2.2e-16, Wilcoxon rank-sum test). (d) In-situ Hi-C 1110 

contact maps (50kb resolution) centered on TAD border 999, which is progressively lost during 1111 

reprogramming. Black arrows indicate position of TAD border calls per timepoint. Bar graphs on 1112 

the right shown insulation score (I-score) values for both independent biological replicates. (e) 1113 

Number of TAD borders reproducibly called per timepoint. Invariant borders were present at all 1114 

timepoints; variable borders were lost/acquired during reprogramming. (f) Boxplots showing 1115 

TAD size distributions (n=3100) during reprogramming. (g) Genome browser view of the Sox2 1116 

locus (2.2 Mb region, centered on Sox2) with H3K4Me2 (red) and Ctcf binding (dark grey, peaks 1117 

indicated by black rectangles) dynamics indicated below. Sox2 gene location is indicated in blue 1118 

on top, superenhancer (SE) position in red and neighboring genes as black rectangles. (h) 1119 

Boxplots showing gene expression (RPKM) dynamics for border regions that were acquired 1120 

(‘gained’, top) or decommissioned (‘lost’, bottom) during reprogramming. Borders were further 1121 

grouped according to the timepoint they appeared/disappeared. Very few borders are lost at 1122 

the Bα and D2 stages, resulting in <5 genes available for downstream analysis and we therefore 1123 

omitted these analyses. (i) Proportion of borders where gene expression is on average 1124 

upregulated, downregulated or not changed. Borders were separated based on whether they 1125 

were gained or lost during reprogramming. (j) Gene expression dynamics at transcriptionally 1126 

modulated border regions (divided in up or downregulated groups per timepoint) gained or lost 1127 

during reprogramming (#P<0.1, *P<0.05 versus B cells; unpaired two-tailed t-test).     1128 
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Supplementary Figure 6. Cell type-specific genes reside near dynamic TAD borders. (a) 1129 

Insulation score (I-score) dynamics for TAD border stably gained (n=431), lost (n=124) or 1130 

invariant (n=2,185) during reprogramming. Error bars denote 95% CI; percentages indicate the 1131 

proportion of all borders that belong to the various classes. (b) Boxplots depicting I-score of 1132 

borders harboring no Ctcf sites, 1-5 Ctcf sites or >5 Ctcf sites for indicated timepoints. (c) Meta-1133 

border plots for all borders that gain I-score, do not change I-score or lose I-score. (d) Principal 1134 

component analysis (PCA) and unsupervised hierarchical clustering of I-score values (n=3100). 1135 

(e) Boxplot showing the average distance of pluripotency genes (n=25) or all other genes 1136 

(n=16,307) to the nearest TAD border. (f) Gene ontology terms significantly associated with 1137 

genes found within dynamic (top) or stable (bottom) border regions in both independent 1138 

biological replicates.   1139 



41 

Supplementary Figure 7. Insulation strength changes precede Nanog and Sox2 activation. 1140 

(a) Conventional 4C-Seq analysis (representative experiment shown) of the Dppa3-Nanog locus 1141 

at early reprogramming timepoints using the Nanog promoter as a viewpoint. Border region 1142 

defined by Hi-C and superenhancer (SE) are indicated in blue. (b) 2.25 Mb in-situ Hi-C contact 1143 

maps (50 kb resolution) centered on the Sox2 gene and its superenhancer (SE) for both 1144 

independent biological replicate reprogramming experiments. TAD border calls per timepoint 1145 

are indicated by black arrows. Note the progressive insulation of Sox2 and its SE into a smaller 1146 

domain as the gene is activated (indicated by a black arrow in the PSC maps). (c-e) Kinetics of 1147 

mean H3K4Me2 (panel c), D-score (panel d) and PC1 (panel e) changes at dynamic borders 1148 

harboring genes that are either upregulated (n=22) or downregulated (n=21) after I-score 1149 

changes are initiated. Shading denotes SEM.  1150 

  1151 
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Supplementary Figure 8. TAD connectivity dynamics during reprogramming. (a) Average 1152 

expression of genes (plotted as an expression percentile) in TADs (n=1,664) having a low (-0.26;-1153 

0.02), average (-0.02;0.1) or high (0.1;0.6) relative domain score (D-score). (b) Boxplots showing 1154 

relative D-score values for TADs in the A (n=953-1,039) or B (n=1,141-1,227) compartment at 1155 

each timepoint. Statistical significance was assessed using a Wilcoxon rank-sum test. (c) 1156 

Percentage of expression variance explained by TADs (relative to a linear model, see 1157 

Supplemental Materials for a detailed explanation) for each timepoint. (d) Collection of all PCA 1158 

trajectories generated in this study. Points denote average data from two biological replicates. 1159 

(e) Average D-score and PC1 kinetics during reprogramming for clusters of TADs that gain 1160 

(n=705, left) or lose (n=869, right) D-score. Pearson correlation coefficients (R) are indicated. (f) 1161 

Top dynamic TADs gaining (n=279, upper half) or losing (n=252, lower half) D-score during 1162 

reprogramming. Line graphs show mean PC1 values for switching and non-switching TADs. 1163 

Percentages of A-to-B and B-to-A switching for both groups of TADs are depicted by triangles. 1164 

Tables show selected gene ontology (GO) terms for the genes within the corresponding TADs. 1165 

(g) Fraction of TADs that switch compartment in groups of TADs with low (0-0.02), average (0.02-1166 

0.07) or high (>0.07) absolute changes in D-score for both independent biological replicate 1167 

experiments. Error bars in all plots denote SEM. 1168 

  1169 
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Supplementary Figure 9. Chromatin loop dynamics during reprogramming. (a) Meta-loop 1170 

analysis at 5kb resolution of B cell or PSC loops49. Area shown is centered on the respective TF 1171 

binding sites (+/- 50kb). (b) Gene ontology (GO) annotation of the genes within B cell (left) or 1172 

PSC (right) specific loops. In-situ Hi-C data from two independent biological replicate 1173 

reprogramming experiments was pooled for these analyses.  1174 

 1175 

  1176 
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Supplementary Figure 10. Transcription factor dynamics at hotspots of topological 1177 

change. (a) Compartment switching induced by C/EBPα (B-to-Bα, top) or OSKM (Bα-to-D2, 1178 

bottom). Line graphs depict average expression changes of genes located in regions that have 1179 

stably switched. (b) GO annotation of genes (n=358) that stably switch B-to-A compartment at 1180 

the Bα-D2 transition. (c) Average gene expression changes of the genes (n=10) associated with 1181 

the gene ontology (GO) term ‘Embryo Development’ that stably switch B-to-A compartment at 1182 

the B-Bα transition. (d) Klf4 binding enrichment (over the genome-wide average) at the 20 1183 

switching clusters shown in Fig.2g. Mean values with 95% CI are shown. (e) Percentage of TAD 1184 

border regions (n=3,100) bound by Oct4 at each timepoint. (f) Oct4 (left) and Klf4 (right) 1185 

enrichment kinetics at border regions that are already targeted by these factors at D2 (n=37 for 1186 

Oct4, n=22 for Klf4) or border regions not yet targeted at D2 (n=147 for Oct4, n=162 for Klf4). (g) 1187 

C/EBPα (left) or Oct4 (right) enrichment at border regions bound by indicated transcription 1188 

factors at the earliest timepoint (n=123 for C/EBPα, n=37 for Oct4) or unbound regions (n=61 for 1189 

C/EBPα, n=147 for Oct4). Mean values +/- SD are indicated, as well as individual data points. P 1190 

values were calculated using a Wilcoxon rank-sum test. (h) Venn diagram showing the overlap 1191 

between the number of dynamic borders bound by Oct4 (at D2), Klf4 (at D2) and C/EBPα (at Bα). 1192 

(i) Kinetics of key transcriptional, epigenomic and topological events during somatic cell 1193 

reprogramming. Light-to-dark color intensity range signifies quantitative differences. Ect., 1194 

ectopic; chr., chromosome 1195 

  1196 
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Supplementary Figure 11. Replication timing and genome compartmentalization 1197 

dynamics. (a) Comparison of A/B compartmentalization in B cells (representative experiment 1198 

shown) and replication timing in a B cell line (CH12 Repli-chip data obtained from the ENCODE 1199 

consortium) for chromosome 2. Note the extremely high correlation between positive PC1 1200 

values (i.e. A compartment domains) and positive replication timing signal (i.e. early replication 1201 

timing domains). (b) Residence time of switching 100kb genomic bins in either the A or B 1202 

compartment (as measured in timepoints during reprogramming). See Methods for a detailed 1203 

description of the analysis procedure employed. 1204 

 1205 

 1206 
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