The intrinsic error of exposure fusion for HDR imaging, and a way to reduce it
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Abstract

In this paper we present a novel approach to the problem of exposure fusion of a stack of pictures for the generation of high dynamic range (HDR) radiance maps. All exposure fusion approaches, when applied on 8-bit non-RAW pictures, perform photometric calibration by estimating and inverting the camera response function, which is assumed to be a channelwise-independent function which does not change with the exposure. Our experiments show that these assumptions do not always hold and that the camera may automatically introduce changes (in gain, white balance, gamma correction value) from one exposure to the next when performing the non-linear operations involved in recording pictures in non-RAW formats such as JPEG. The net result is that HDR radiance maps obtained from exposure fusion of non-linear data may have substantially more error than if computed directly from the linear, RAW data. Our proposed method overcomes this problem and compensates for the changes introduced by the camera by matching the color correction and gamma correction transforms of all pictures to those of a reference picture in the stack, providing a clear improvement in terms of PSNR with respect to the classical method of Debevec and Malik.

1 Introduction

Natural scenes commonly present a wide dynamic range, and the human visual system is able to capture subtle details in both dark and bright areas. This is not the case for standard digital cameras, which are limited in the dynamic range they are able to represent. The 12-bit or 14-bit values captured at sensor level and which are proportional to light intensity (this is the linear data, stored in RAW format) go through a chain of color-correction transformations culminating in a non-linear transform (gamma correction) followed by quantization in 8 bits per channel. The net result is that standard cameras are only able to capture different intervals of the luminance range at different exposure times, in particular, bright areas are captured at short exposure times, while dark areas are captured at longer exposure times.

To overcome this limitation, Mann and Picard [16] presented the idea of creating a high dynamic range (HDR) radiance map (an image with values that are proportional to the scene radiance at each point) by performing exposure fusion of a set of low dynamic range (LDR)
images. There is a vast literature on HDR imaging, see [17, 21] and references therein. While most methods for exposure fusion assume that both the camera and the scene are static [5, 16, 18, 23], there are also many works contemplating camera and/or object motion [8, 10, 11, 15], and some for video as well [9, 12, 22]. Exposure fusion approaches assume the following image formation model:

$$J(p) = f(E(p)\Delta t),$$ (1)

where $\Delta t$ is the exposure time, $p$ is a pixel location, $E(p)$ is the scene radiance value at $p$, $f$ is a non-linear transform usually denoted as the camera response function (CRF), and finally $J(p)$ is the stored 8-bit image value, corresponding to one color channel. Analogous expressions hold for each of the three color channels, for which the function $f$ might be different. In a static scene the values $E(p)$ remain constant, so taking a stack of $N$ pictures by varying the exposure times gives us for each image

$$J_i(p) = f(E(p)\Delta t_i), \quad i = 1, \ldots, N,$$ (2)

where the subindex $i$ denotes the different exposures and it is also assumed that the function $f$ remains constant as $\Delta t_i$ changes. Exposure fusion methods estimate the inverse $g$ of the CRF $f$, $g \equiv f^{-1}$, apply it to the image values $J_i(p)$ and then divide by the exposure time $\Delta t_i$ so as to obtain one estimate of $E(p)$ for each image $i$ in the stack:

$$\frac{g(J_i(p))}{\Delta t_i} = E(p), \quad g \equiv f^{-1}. (3)$$

These $N$ estimates of $E(p)$ are then averaged in order to provide the final output, the HDR radiance value for pixel $p$.

We can see then how all exposure fusion approaches share a set of building assumptions for the camera capture:

1. Different color channels are independent.

2. In-camera non-linear correction curves are monotonic and smooth, but arbitrary in shape\(^1\).

3. The camera response remains constant while changing the exposure.

These three assumptions, which made sense for film photography, are not an accurate model of how digital cameras work. Digital cameras follow a typical camera color processing pipeline [3] that can be expressed as

$$\begin{bmatrix} R \\ G \\ B \end{bmatrix}_{\text{out}} = \begin{bmatrix} \alpha \cdot A \cdot \begin{bmatrix} R \\ G \\ B \end{bmatrix}_{\text{in}} \end{bmatrix}^\gamma,$$ (4)

where $[R, G, B]_{\text{in}}$ is the sensor raw triplet (usually in 12 or 14 bits) and it is linearly related to the scene radiance, $[R, G, B]_{\text{out}}$ is the pixel value at the end of the pipeline (in 8 bits per channel), $A$ is a $3 \times 3$ matrix that combines the different color channels taking into account white-balance, color encoding and color characterization, $\alpha$ is a gain value, and $\gamma$ is a value,

\(^1\)Although some models, like [16] are more restrictive and others, like [5], more general.
typically between 1/1.8 and 1/3, performing gamma correction (notice that we omit de-
mosaicing, denoising, compression, etc: for a complete explanation of these pipeline processes
see [2]). The implications, for the above assumptions, of using this more realistic model are
the following:

1. The three channels $R$, $G$, $B$ are not independent, because the matrix $A$ is not diagonal
as it incorporates color processing steps like color characterization [26] aside from
white balance.

2. The non-linear correction curve $g$ is a power-law function of value $\frac{1}{\gamma}$, and not an arbi-
trary curve.

3. If, while taking the $N$ differently exposed pictures, there are changes in the gain, white
balance or $\gamma$ values, the pictures will be affected as if the non-linear transform $f$ in
equation (2) changed from image to image in the stack.

Let us elaborate a little on this latter point. If an amateur user modifies some settings
(other than the exposure time) while taking the pictures, or if she lets the camera work in
automatic mode and the camera changes white balance, gain, or gamma value from picture
to picture, then the final result of any exposure fusion method that takes these pictures as
input will clearly be sub-optimal, as the pictures violate the basic assumption of all exposure
fusion models that the only thing changing from one picture to the next is the exposure time.
But even in a professional setting we may find out that, although the user has only modified
the exposure time from image to image, the camera has, by itself, introduced changes in
some of its internal parameters, as the next example illustrates.

Figure 1: Eighteen individual exposures used by Fairchild in [6] to create the Luxo Double Checker
HDR image. Figure from [6].

Figure 1 reproduces the 18 individual exposures used by Fairchild in [6] to create the
Luxo Double Checker HDR image. The images were captured in RAW format, alongside the
non-linearly corrected counterparts. For a stack of $N$ RAW pictures $R_i$ the image formation
model is:

$$R_i(p) = E(p) \Delta t_i, \quad i = 1, \ldots, N,$$

and this equation is valid for the range of luminances for which the sensor operates in the
linear range, above the black pedestal and below saturation. This is why, when creating an
HDR radiance map through exposure fusion, professional users prefer to take RAW pictures;
in this way, there is no need to estimate and invert the CRF that is applied to the non-linearly
modified pictures stored in 8 bits per channel form. Applying the logarithm to both sides of
equation (5) and leaving only the exposure term on the right we get

$$\log \left( \frac{R_i(p)}{\Delta t_i} \right) = \log(E(p)), \quad i = 1, \ldots, N,$$
therefore if we plot $\log \left( \frac{R_i}{\Delta t_i} \right)$ versus $\log(E)$ we should get a single line of slope one. This is indeed approximately the case, as we can see in Figure 2(a). In principle the same could be said in the non-linear case when applying the logarithm to equation (3):

$$\log \left( \frac{g(J_i(p))}{\Delta t_i} \right) = \log(E(p)), \quad i = 1, \ldots, N,$$

because if we plot $\log \left( \frac{g(J_i)}{\Delta t_i} \right)$ versus $\log(E)$ we should also get a single line of slope one. In practice, though, this does not always happen, as Figure 2(b) shows. The fact that the values for $\log \left( \frac{g(J_i)}{\Delta t_i} \right)$ are rather spread implies that it was wrong to assume $f$ (as well as its inverse $g$) were constant, and therefore the conclusion is that the camera must have modified the values for some of its parameters, $\alpha, A, \gamma$, when the exposure time $\Delta t_i$ is changed. The net result is that HDR radiance maps obtained from exposure fusion of non-linear data may have substantially more error than if computed directly from the linear, RAW data, due to these unwanted modifications.

Figure 2: Plots computed for points in the colored squares in the dark color checker in Figure 1, using (a) the RAW values, and (b) the JPEG values. While in both cases the plots should theoretically be a single line of slope one, it can be seen that in the JPEG case the points are more dispersed than in the RAW case.

In this paper we follow the camera color processing pipeline of equation (4) and propose a method to improve exposure fusion, compensating for the aforementioned unwanted changes in gain, color or gamma correction value and allowing us to obtain more precise radiance maps. Our proposed method uniformizes these parameters by matching the gain, color and gamma correction transforms of all pictures to those of a reference picture in the stack, using the framework introduced in \cite{24, 25}. From a set of LDR images we first estimate the gamma correction parameter for each image, then linearize all images (so they become proportional to the radiance), then we select one (the better exposed one) as reference, and color correct all the other images to that reference, and finally we merge all these linearized color corrected images with the linearized reference obtaining our HDR radiance map. Our method is particularly useful in cases where images have been taken by amateur users, allowing automatic camera options such as auto white-balance (AWB) or picture style variation, but also for professional users or researchers that need to work with the different exposures in non-RAW (e.g. JPEG) form and want to reduce the impact of the changes inadvertently introduced by the camera when modifying the exposure time.

Finally, let us also note that although the experiments on this paper deal with static scenes, our method can potentially be extended to more generic situations like non-static
scenes with moving cameras, as the framework used for color and gamma stabilization does not require image registration.

2 Related Work

The creation of a HDR radiance map from a set of LDR images obtained at multiple exposure times is an ongoing research topic [1, 7, 13, 22]. Mann and Picard [16] presented what it is considered the first work on the problem, proposing a parametric method for computing a response function for the camera. Then, LDR images are merged taking into account the derivative of the inverse response.Debevec and Malik [5] used a non-parametric method, under a smoothness constraint, to recover the camera response function (CRF). Once the CRF is computed, the different LDR images are combined into a single HDR image by using a hat weighting function.

Mitsunaga and Nayar [18] presented a method where no precise exposure values were required. In this case, they computed the CRF based on a polynomial model. Tsin et al. [23] proposed an iterative method which estimates a non-parametric response function based on a statistical model of CCD imaging process.

All the above mentioned algorithms assume both a fixed camera and a static scene. Less restrictive assumptions where presented in Mann [15] where he used an iterative method to compute the CRF from a set of images with different rotation and zoom. Kim and Pollefeys [11] presented a method to compute point correspondences allowing free movements in the image sequence. Grossberg and Nayar [8] proposed a method based on histograms to relate two images with different exposure times, to avoid spatial correspondences. Hu et al. [10] worked on aligning images in a HDR image stack in a non-rigid scene.

More recently, Granados et al. [7] proposed a method that simultaneously estimates the irradiance and its uncertainty. The approach is based on the use of the weighting function estimated under the assumption of compound-Gaussian noise. Tocci et al. [22] presented an optical architecture for HDR imaging that allows simultaneous capture of high, medium, and low-exposure images on three sensors at high fidelity with efficient use of the available light combined with a HDR merging algorithm. Kronander et al. [13] performed the HDR reconstruction directly from the RAW data by fitting local polynomial approximations to observed sensor data and incorporating spatially varying sensor noise. Finally, a deep review and analysis on different methods for HDR generation and their performance bounds was recently performed by Aguerrebere et al. [1].

3 Methodology

3.1 Our HDR radiance map generation algorithm

In order to create a HDR radiance map of a scene we need to combine the values captured by the sensor, which are proportional to absolute radiance, which we call \([R, G, B]_{in}\). However, digital cameras provide us with low dynamic range images with intensity values equal to \([R, G, B]_{out}\). The typical color processing pipeline can be modeled as in equation (4) and is the composition of linear and nonlinear mappings, where \(A\), a \(3 \times 3\) matrix, is defined as the set of color operations applied to the radiance, e.g. white balance, color correction,
colorimetric matrix, and the nonlinear mapping is a $\gamma$ function \(^2\).

Our implementation follows the approach in [24], which performs color stabilization based on the camera color pipeline as defined in equation (4). The main steps of our method are summarized in Algorithm 1. The input is given as a set of LDR images of different exposures $I_j, j = 1, \ldots, N$ of the same HDR static scene. From these input images, we first select the best exposed image $I_{N'}$ as the one with less over and under-exposed pixels. Later, images are registered following [27] to get accurate one-to-one pixel correspondences, then for each $(I_j, I_{N'})$ pair we undo the gamma correction and finally we compute the color correction matrix $H_j$ that transforms colors from gamma corrected $I_j$ to gamma corrected $I_{N'}$.

$$\begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{out} j} = \left( A_j \cdot \begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{in}} \right)^{\gamma_j}, \quad \begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{out} N'} = \left( A_{N'} \cdot \begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{in}} \right)^{\gamma_{N'}}$$ (8)

$$A_{N'} \cdot A_j^{-1} \begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{out} j}^{1/\gamma_j} = A_{N'} \cdot \begin{pmatrix} R \\ G \\ B \end{pmatrix}_{\text{in}}.$$ (9)

Let us note that if we consider the triplet $(R, G, B)_{\text{in}}$ as the sensor exposure, that is, as the irradiance multiplied by the exposure time, we can treat $(R, G, B)_{\text{in}}$ as the irradiance and bring the exposure time information into the matrix $A$; in this way from equation (8) we get that the linearized computed images $I_j$ are proportional to the irradiance.

From now on let us call $H_j$ the matrix $A_{N'} \cdot A_j^{-1}$. The computation of $\{\gamma_j, H_j\}$ for all the pairs is done applying [25]. Each matrix $H_j$ is determined by a system of equations based on the direct correspondences between pixels of the image pair, i.e. each pair of corresponding pixels will give us an instance of equation (9). This overdetermined system is solved using the least squares method, discarding over and under-exposed pixels, and we apply the RANSAC method to remove the remaining outliers (notice that in the case of scenes with moving objects we are still able to equalize the colors of all the bracketed images). The new transformed linear images $I_j'$, see Figure 3, are defined as,

$$I_j' = H_j \cdot I_j^{1/\gamma_j}, \text{ for } j = 1, \ldots, N.$$ (10)

Then, in the last stage we average these new linear images from equation (10), applying the weighting function described in [4], a trapezoidal function discarding saturated and noisy pixels. Thus, we obtain a HDR radiance map for the best exposure time reference.

## 4 Experiments

### 4.1 Fairchild data

We performed our experiments using the Fairchild dataset [4]. The online public-domain database [http://rit-mcsl.org/fairchild_HDR.html](http://rit-mcsl.org/fairchild_HDR.html) provides 106 different scenes

---

\(^2\)We don’t consider the non-linearity introduced by clipping output values into the available range, but this shouldn’t alter the results in a significant way, as argued in [24].
Reference

Figure 3: A set of 5 LDR images of a high dynamic range scene: the images $I_i$, $i = 1, \ldots, 5$ are acquired with different exposure times, then the best exposed image, $I_3$ in this case, is chosen to be the reference image. We compute the new $I'_j$ by applying equation (10) to each of them. Notice that pixels over or under-exposed are not taken into account for the computation and are masked with black in the figure.

Algorithm 1 HDR radiance map generation

Input: set of $N$ images

Result: HDR radiance map

1. Select the best exposed image $I_{N'}$,
2. Register the images,
3. For each pair $(I_j, I_{N'})$, $j = 1, \ldots, P$:
   3.1. Undo $\gamma_j$ correction, and
   3.2. Estimate $H_j$ color correction matrix.
4. Average the new linear images $I'_j$.

with HDR images in EXR format, along with JPEG versions of all the exposures. It contains as well, for some of the images, colorimetric measurements and color appearance data. Images are acquired using a Nikon D2x DSLR camera. For our experiments we randomly selected 18 of these images (10 outdoor, 6 indoor and 2 night scenes): AirBellows-Gap, AmikeusBeaverfDamPM1, DelicateFlowers, Frontier, LabBooth, LabWindow, LabTypWriter, LuxoDoubleChecker, GeneralGrant, CanadianFalls, LittleRiver, LetchWithTeaTable1, DevilsBathTub, WillyDesk, DelicateArch, HancockKitchenOutSide, LasVegasStore and JesseBrowns. The number of LDR images for each HDR one is 9, except for LuxoDoubleChecker that has 18. In each scene, the whole dynamic range is covered by the acquired images which are ordered by their exposure time value, and we select the central image as the reference one, with the intention to maximize the number of properly exposed pixels.

4.2 HDR ground truth construction

Let us consider $N$ RAW images obtained by the camera. From the header of the RAW files we read the following parameters: 1) dark and saturation values, which are the minimum and maximum values that the camera gives, 2) a $3 \times 1$ array containing the white balance values for each channel and 3) the CFA Bayer pattern, e.g. ‘rggb’. The ground-truth construction
Algorithm 2 Convert RAW HDR image into color

**Input:** $HDR_L$
- $dark$, saturation
- $[wb_R, wb_G, wb_B]$  
- CFA Bayern pattern

**Result:** $HDR_{color}$

1. Normalize: linearly scale min of $HDR_L$ to dark value and max to saturation value.
3. Demosaic using CFA Bayer pattern.
4. Apply color transformation: multiply each pixel triplet $[R, G, B]$ by $3 \times 3$ matrix $M_{color} = E \cdot C$, where $E$ is the matrix converting XYZ values into sRGB values, and $C$ is the sensor characterization matrix that transforms RGB sensor values into standard XYZ values.

is defined in two stages. The first stage is the merging step, where $N$ RAW images with different exposure times $\Delta t_i$ are combined to obtain a RAW HDR image $HDR_L$:

$$HDR_L = \frac{\sum_{i=1}^{P} \omega_i (RAW_i / \Delta t_i)}{\sum_{i=1}^{P} \omega_i}$$  \hspace{1cm} (11)$$

where the weighting function $\omega_i$ takes values 0 or 1, by clipping the over and under exposed values (those above 0.92 or below $0.8 \cdot 10^{-3}$). The second stage converts the obtained $HDR_L$ image into color, and it is described in Algorithm 2. For demosaicing we utilize the method proposed by Malvar et al. [14].

4.3 Evaluation

In this section we compare the results from our algorithm and the classical approach of Debevec and Malik [5], considering that most recent methods follow the same assumptions: color channels are independent, non-linear correction curves are monotonic and smooth, and the camera response remains constant while changing the exposure times. To this end, for each of the Fairchild images we test on, we compute a ground truth (GT) high dynamic range image, and calculate the Peak Signal to Noise Ratio (PSNR) between GT and the HDR radiance map obtained with our method and that of [5], for the RGB channels as well as for the luminance channel L. In order to perform a fair comparison, firstly we remap both our HDR result and that of Debevec and Malik to the range of the ground truth by linear scaling.

4.3.1 Results

We have computed the results for all the 18 images. We denote the different PSNR errors as $PSNR_i$ where the subscript denotes the red, green, blue, or luminance channel respectively. Results presented as averages for all the images are shown in Table 1. Our method outperforms Debevec and Malik’s in each of the four channels, with an improvement ranging between 6% and 11%. We also studied the behaviour of the results in a per-image base, and our method outperforms Debevec and Malik’s for 3 or 4 of the channels in more than 75% of the cases. Qualitative results of our approach are presented in Figure 4, where both the HDR output of Debevec and Malik and our approach are illustrated (after the same tone-mapping [19] has been applied to both of them). In particular, we want to focus the reader to the fact that in our results more contrast, and therefore, more details are perceived.
Figure 4: HDR results (tone mapped with [20]) obtained with the method of Debevec and Malik (1st and 3rd rows) and with the proposed approach (2nd and 4th rows).

Figure 5: HDR results (after tone mapping) obtained with our proposed approach. Left: taking as reference the 5th image. Right: reference is the 7th image.

Finally, Figure 5 shows a current limitation of our method, which is its dependence on the particular image that has been chosen as reference. On the left we see the result (after the same tone mapping is applied) when choosing the 5th image as reference, while on the right the result is based on the 7th image as the reference. The differences are more noticeable for artificial surfaces with highly saturated colors.
Table 1: Average, over the 18 Fairchild images used, of the PSNR on the color channels (R,G,B) and the luminance channel (L), for the method of Debevec and Malik [5] and the proposed approach.

<table>
<thead>
<tr>
<th></th>
<th>PSNR&lt;sub&gt;R&lt;/sub&gt;</th>
<th>PSNR&lt;sub&gt;G&lt;/sub&gt;</th>
<th>PSNR&lt;sub&gt;B&lt;/sub&gt;</th>
<th>PSNR&lt;sub&gt;L&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>28.47</td>
<td>28.73</td>
<td>28.37</td>
<td>28.86</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper we have presented an algorithm to obtain an HDR map from a set of LDR images which is based upon the digital camera imaging pipeline. Results show that our algorithm quantitatively outperforms the work of Debevec and Malik in most of the cases considered. Let us also note that, as stated during the paper, our algorithm can be integrated into HDR methods that handle dynamic scenes, since it does just require a discrete set of point correspondences [25]. We are currently working on making the proposed method more robust to changes in the selection of the reference image, and also on extending the results using all the 106 scenes from Fairchild dataset.
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