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Abstract— This paper presents an adaptive physical environment that allows children with severe autism to successfully interact with multimodal stimuli, giving them a sense of control of the interaction and hence providing them with a sense of agency. This has been an extremely important effort for two main reasons: (a) this user group cannot be typified, hence making the design of an interactive system to fit all the spectrum of individuals a very complex task; (b) each individual PAS (Person on the Autistic Spectrum) user must be able to develop himself within the environment according to his own capacities and potentiality. Qualitative evaluation by psychologists shows very good results and sketches an encouraging future for research on these environments.

Index Terms— Artificial, augmented, and virtual realities, Assistive technologies for persons with disabilities, Interaction styles, Psychology, Metadata.

1 INTRODUCTION

Because of the exceptional type of user involved, the design of interactive systems for children with severe autism and no verbal communication is one of the most challenging areas a designer of interactive systems can approach. In spite of previous attempts by other research projects to develop therapeutic and/or educational applications for people with autism (e.g. [1], [2], [3], [4], [5]), psychologists in our project consortium believe that our understanding of autism does not yet permit us to aim for such ambitious goals, especially in low functioning PAS (persons in the autistic spectrum). Hence, we would like to stress that MEDIATE does not claim to be either therapeutic, or educational at this point.

MEDIATE (A Multisensory Environment Design for an Interface between Autistic and Typical Expressiveness [6], [7]) is an adaptive environment that generates real time stimuli (visual, aural and vibrotactile) such that low functioning PAS children, who have no verbal communication, can express themselves and “have a bit of fun”. This goal, in spite of its apparent simplicity, is actually quite demanding and ambitious, both in psychological and in technological terms.

In this paper we will describe the design approach, functionality and results of the environment whose adaptive nature allows the wide range of PAS users to successfully interact with the multimodal outputs.

Because the incidence of autism seems to be much larger in men than women (in a ratio that some experts define as 1:3 or even 1:10 [8]), this paper will always refer to the user in the male form.

2 DEFINING AUTISM

Autism is a set of disorders in intercommunication and interrelation abilities that leads to an impairment of cognitive and emotional development. The essential characteristics of this disorder are the presence of an abnormal development in the following areas [9]:

1. Communication: Difficult or non-existent verbal communication. Difficulties in non-verbal communication.
2. Socialization: Severe difficulties in interpersonal relationship.
3. Imagination: There is a lack of imagination characterized by uncommon and repetitive game play.

This is externally manifested in a lack of affective expression, an apparent lack of empathy, an obsessive concentration on particular elements and, often, repetitive movements. The factors that determine autism have a biological cause and the disorder is manifested during the first thirty months of the child’s life [8]. The three main characteristics mentioned above, make the child feel isolated and alien from the surrounding world.

There are huge differences among individuals that are placed at different levels on the wide spectrum that goes from low functioning to high functioning. Moreover, autism is often diagnosed only after psychologists have determined that the child cannot be included within any of the other known disabilities. MEDIATE is designed for children between 6 and 12 years of age who are low functioning PAS with no verbal communication abilities.
3 GOALS OF MEDIATE
A main goal and two secondary goals were defined by the interdisciplinary consortium that was created for MEDIATE:

1. Main goal:
   - For the children with autism to have fun and have the chance to play, explore and be creative in a controllable and safe space.

2. Secondary goals (completely subject to ethical considerations):
   a. For the psychologists to better understand autism and the possible underlying communication mechanisms.
   b. For the parents of the children with autism to find new qualities in their sons or daughters by seeing them play in this environment.

4 STRATEGIES TO REACH THESE GOALS
The consortium defined four strategic principles for achieving the above goals:

4.1 Give users a Sense of Agency
One of the underlying objectives of MEDIATE was to provide the user with clear interaction dialogues that would hopefully give the children a sense of control of the system. If this were achieved then they would probably gain what is known as the sense of agency that makes them feel at ease. This comes from the fact that autistic children rarely experience a sense of control with respect to their surrounding world. Because of the multiple layers of stimuli in everyday life, they cannot understand why events around them occur, even in the cases when they themselves are causing these events. The sense of agency, defined as the consciousness of being able to exert control over their surrounding environment and obtaining a coherent response, is an essential goal to be able to encourage the children to express themselves within the environment.

4.2 Enhance Non-Repetitive Actions
Children with autism often tend towards repetitive activity such as rocking back and forth or flapping an arm or a hand. They tend to do so when they are feeling overwhelmed by the surrounding stimuli. Apparently these stereotypical movements help them isolate themselves from the environment and feel at ease and relaxed. They can also be very repetitive in their actions when they are obsessed by something they like doing and hence do it over and over in an overexcited manner. Both attitudes are considered undesirable by psychologists, because they isolate the child from the world. Therefore, the second principle behind the design of MEDIATE was to detect repetitive patterns in all the streams of sensed data from the user.

4.3 Adapt to each Child
Because of the wide spectrum of children with autism that could use the environment, the consortium considered it very important to make the system adapt to each child’s needs and potential. Therefore it was important that the behavior of the system should be neither fixed nor follow a predefined path, but vary in response to the user and adapt to the specific traits or ‘signature’ of the user. The aim behind this was always to try and engage the user in dialogue – that is, creative, explorative behavior with an interplay between the user and the environment, such that the user’s sense of agency is preserved and enhanced.

4.4 High Functioning Children in Design Team
To be able to determine whether the design decisions were on the right track, groups of high functioning children with autism, who can give verbal feedback, were incorporated in the design teams, at each participating university, as informers. They gave useful comments on the type of stimuli being designed and the type of interactions proposed. For example, in Portsmouth an Asperger child gave good insight on vibration stimuli design and in a final stage helped in testing the robustness (both software and hardware) of the environment. Also, in Barcelona two high functioning boys and a girl helped in finding the most contingent interactions with visuals.

5 DESIGNING AN ENVIRONMENT
MEDIATE presents a unique approach in that it centers its interest on interaction per se. Because the goal of giving low functioning PAS children a place to have a fun and relaxed experience is based on the hypothesis that it will be achieved by giving them a sense of control, interaction design becomes central.

5.1 Stimuli
Because interaction is so fundamental, it means that content related to interaction is not meaningful in MEDIATE and therefore the types and formats of stimuli chosen as output for the user’s actions are basically abstract. Had we used representational stimuli, they would have been the arbitrary choices of the design team, which may or may not appeal to different users. Furthermore, the appeal or dislike of this content could possibly generate adverse reactions towards the project.

An example to illustrate this reasoning, in the area of visuals, would be the following. Let us imagine the visuals present the image of a dog or a virtual dog. This element will probably be interpreted contentwise by the user and may generate either a rejection (because of fear) or overexcitement (because of a special liking). In either case, there is a high probability that the user will focus on that specific content and present incapacity to perceive anything else in the environment.

Therefore, because we wanted the user to concentrate on the dialogue between him and the system, we wanted to put the accent on the proposed interaction and not on any content that could interfere with this interaction.

We believe that this is a novel approach. Indeed, all interactive and virtual reality applications used in disabilities, that we are aware of, focus on simulations of physical environments. For example, applications for treating psychological disorders such as phobias [10][11][12], Obsessive-Compulsive Disorders [10], Post-Traumatic Disorders [9]...
Attention Deficit Disorders [10] and Autism [1][2][14], are basically designed with specific content in mind: that of a place and/or situation to be simulated to expose the patient to achieve desensitization or training. Hence, the output stimuli are representational, whereas in MEDIATE, they are essentially abstract.

Of course the choice of the actual abstract stimuli was based on several criteria so that they would be appropriate for the interaction design. A detailed description of this design falls outside the scope of this paper, but for the case of visual stimuli in MEDIATE, Parés et al. presented it in [15].

The only work that we have found that places the emphasis on interaction in a similar way to MEDIATE is that by Tamar Weis et al. [16][17]. They are leisure experiences for people with cerebral palsy or stroke based on single camera 2D artificial vision systems, but the visuals are still representational.

### 5.2 A Space for Interacting

In order to give a sense of control to the low functioning children we had to design a system that would attempt to start a dialogue based on the actions of the user and respond with very contingent reactions. The actions of the user had to be necessary very simple and almost without a specific goal behind them. Hence, we thought that full body interaction would provide such actions; i.e. moving and gesticulating.

But the idea was to impose as few restrictions as possible to the user and provide him with the most natural interaction approach possible. This would hopefully facilitate entering the environment in a relaxed attitude and spontaneously start the experience. Thus, MEDIATE was envisioned since its conception as an interactive physical environment that would allow the users to be in a free-roaming space, without invading the user’s body or encumbering him with cables or sensors. With these constraints, our team faced a very important challenge: that of making the experience completely non-invasive. All sensors had to be placed in the environment looking towards the user, rather than placing them on the user himself. This is also a unique approach that no other interactive application or system has developed for PAS in the past.

Some past projects have undertaken the classical virtual reality approach, for example Strickland [1], [2]. This approach is extremely invasive for users and although it seems it was successful, it was only tested with two children and it remains unproven that most low functioning children will accept wearing a head-mounted display. At the same time the child is not truly free to move about and the interface seems very unnatural. Others have undertaken the desktop VR approach, for example in social skills training [18] or in supporting imagination [14], but these applications are mainly for high functioning users and they require the attention of the user to be focused on the screen for a long time, which is difficult for low functioning children. Also, the use of a joystick requires good motor control, which is very often beyond the abilities of low functioning PAS.

Other approaches have used robots, both fixed on a table or free-moving on the floor of a room; for example the work by Dautenhahn [4][19][20][21]. The psychologists of the consortium thought that for MEDIATE this “objectual” approach to interaction (as opposed to a space-based approach) could very easily lead the child to one of two possible and undesirable attitudes. On the one hand, the user could very easily lose interest in the object because of his inability to focus attention on an object for a long time, especially because in MEDIATE we were looking for a free individual interaction. On the other hand, the object could generate obsessive behaviors of the child on the object itself such that the child could completely forget about interaction. Another disadvantage of an objectual approach was the difficulty of defining and developing multimodal adaptive interaction on such a small element. Finally, interacting with an object could make external observation very difficult for the raters to be able to establish whether the child was gaining the desired sense of control and sense of agency.

### 6 THE PHYSICAL ENVIRONMENT

MEDIATE is a hexagonal space, approximately six meters in diameter (Fig. 1). It was designed to be large enough to promote movement of the user within it, but not so large so that the child would feel lost. The shape was chosen such that no sharp corners would create narrow spaces for the child to hide in. The space had to allow for full body interaction.

![Fig. 1. Plan view of the MEDIATE physical environment. An external lightweight tri-lite structure encloses the internal hexagonal interaction space.](image-url)
Inside the space several elements act as interaction interfaces (Fig. 2). We briefly describe them in the following subsections.

6.1 The Floor Surface
It is a grid of wooden tiles (covered by a carpet) that can sense the impact of footsteps and also gradual shifting of weight. This is achieved by a tile module that has three layers: a bottom wood support, a top floating wood panel and a central element based on a piezo-ceramic pickup sandwiched between two layers of industrial scouring fabric. Therefore, the data from these tiles is captured both as analogue ‘crunch’ and MIDI trigger. Further detail may be found in [22].

6.2 The Tune Fork
A wall with tube-like structures and a variety of textures that sense both, soft tactile input such as caressing or stroking, and sudden sharp impact such as tapping or drumming (Fig. 3). This structure contains several embedded piezo bi-morph sensors that capture the vibrations created by the user when caressing, tapping, etc., and are fed to MIDI triggers [22].

6.3 The Impression Wall
A wall with padded structures, that senses pressure and can emit vibration (Fig. 4). Underneath the special padding made of medical foam, pressure gauges connected to an analog to digital control box capture the pressure exerted by the user in several points uniformly distributed in the structures. The floor, the Tune Fork and the Impression wall are all managed from a dedicated computer connected to the MIDI intermediary hardware [22].

6.4 Visual Interaction Walls
Large rear projection screens (300 x 225 cm) are used for graphical displays (Fig. 5) as well as giant touch and proximity screens. Visual interaction is based on a non-standard use of particle systems that allow for an abstract interaction that is very contingent and clear to give a good sense of control. A dedicated graphics workstation generates all visual interaction with a double head graphics board that sends the images for each screen to the corresponding projector. Further detail may be found in [15].

6.5 Artificial Vision Sensing System
There is a 2D artificial vision system based on near infrared cameras and lighting: seven cameras give coverage of the entire space enabling position tracking (with 3 cameras) as well as 2D identification and tracking of silhouette and limbs (with 4 cameras); in addition two other cameras, one
behind each Screen wall, are used to simulate touch through proximity sensing. This system is managed by two dedicated computers with a total of three special video capture boards. For a complete description of this system please refer to [23].

6.6 Sound Capture System
A set of microphones distributed around the environment to sense sounds emitted by the child such as vocalizations and clapping. The sound system is controlled by a dedicated computer that uses special hardware to interface to the microphones. A full description may be found in [22].

6.7 Sound Generation System
A set of loudspeakers distributed around the environment enable MEDIATE to produce sound and control its localization. Sound is generated from a dedicated computer [22].

6.8 The Entryway
The visual sensors also provide a ‘user is present’ signal to the rest of the system and the environment responds to the user entering by ‘waking up’ from an ambient state to a live-response state and does the reverse as the user exits [15][23].

6.9 Linking and managing subsystems
All sensing and stimuli generation subsystems are linked by a 1Gb Ethernet network to two computers that manage the “brain” of the system: the Signature Analyzer and the Decision Maker (explained below). The system is therefore completely controlled by eight computers, interconnected by a very fast network, that use a great deal of auxiliary hardware that is specific for each type of sensed or generated data. If MEDIATE, as it seems, were finally considered to be an interesting system for special education or care centers, it would be desirable to achieve a much greater integration of the system’s hardware to make its control and management more accessible to non-technical personnel.

7 ESTABLISHING THE SENSE OF AGENCY
When a user first enters the MEDIATE environment, the system response is at its simplest and most literal. The screens display a representation of the user that is analogous to a silhouette. It directly mimics the user’s shape and movements in an immediate and obvious way. Similarly, sounds produced by the user, such as footsteps, are presented back to the user amplified and direct pressure exerted by the user on the Impression Wall results in a proportional vibratory response.

The correlation between the user’s actions and the system’s responses is simple and obvious. Unlike the world at large that contains many stimuli, only a few of which are in response to an individual, the MEDIATE environment provides a space where the stimuli are limited, focused and exclusively responsive to the user.

In this way, the system seeks to establish a dialogue with the user. The user may drive the response from the system through the way he chooses to move, make sound or reach out and touch it. But like any true dialogue, the interaction is guided by both participants in concert with one another. MEDIATE is not a passive partner and so, following the initial period when it allows the user to become accustomed to the environment, it begins to adapt its behavior.

8 ACHIEVING DIALOGUE
For there to be dialogue between the user and MEDIATE, the environment must provide both an immediate response to user actions and also adapt its behavior over time. Our solution to this has been to separate the ‘immediate response functions’ from the ‘behavior adaptation functions’ and to handle them in distinct but connected modules (Fig. 6).

Each of the system’s stimuli (vibration, sounds and visuals) is driven by their own response module (Fig. 6.b, d & f). These incorporate sophisticated sense-stimulus mappings that are both flexible and controllable [15][22]. Their responses range from immediate mimicry to mediated, artist-
tic interpretation, from self-modality (e.g. user makes a sound, so MEDIATE responds with a sound) to cross-modality (e.g. user’s touch elicits a visual response). These axes of complexity are parameterized and are under the control of the “brain” of the system.

This “brain” is composed of a Signature Analyzer (Fig. 6.g) that looks for and reports on repetitive traits in the user’s behavior and a Decision Maker (Fig. 6.h) that observes trends in the user’s behavior and adapts the system behavior in response.

9 DETECTING REPEATED BEHAVIOR – THE SIGNATURE ANALYZER

Since repetitive behavior by a user is considered undesirable (as stated in section 4.2), the system must recognize such occurrences in order to change the dynamic of the interaction between user and system. It is the role of the Signature Analyzer to observe the user’s actions, to build up a profile and provide a continuous assessment of the user’s repetitive behavior.

It scans the user’s actions for personal traits and builds a profile – the user’s ‘signature’ – that it represents as metadata. The analysis is performed in real-time and logged to file so that it can be used both during sessions by MEDIATE itself to modify its response and also after sessions for offline analysis by researchers.

Fundamental to this approach is the fact that the first time the user makes a particular gesture or sound, this gesture or sound will be stored as noise. The second time the same sequence appears it will be detected and identified as a pattern and in the third and further occurrences, it will be recognized. In this way Signature Analyzer builds what can be seen as a representation of the user’s behavioral repertoire.

This is based on the “Structural Information Theory” by Frank Restle [24] and the “Curve Theory” by Theo Loevendie [25], who noticed that what we recognize in music is not what we hear in music, but rather what we recognize is the structure of what we hear. Our team interpreted this idea not as a characteristic for music only but as a characteristic for perception of any time-dependent action or activity in all of the tactile, visual and auditory domains.

The three sensing modalities (tactile, sonic and visual) (Fig. 6.a, c, e) process the user’s actions and pass the results to the Signature Analyzer (Fig. 6.g), which builds as many databases as there are streams of sensor data. The most frequently occurring pattern, the longest pattern and the pattern with the highest impact (a numerical relation of both) are continuously assessed and made available to the MEDIATE system throughout a user session.

If the user walks around in circles, this will be sensed as a sequence of footfalls from the sensors in the floor tiles and also as a series of motion paths by the camera system. Signature Analyzer detects the circular motion because it can observe multiple occurrences of the same (or similar) data sequences. In other words, it has no knowledge of circles per se, but it can detect repeated circular motion because the sensor data contains recognizable patterns.

Furthermore, Signature Analyzer is able to distinguish meaningful patterns from noise and jitter, detect similarity and not just identity, and include temporal, spatial and rotational invariance where appropriate. This is achieved respectively by placing upper and lower time limits and pattern length limits, by reducing actual sensor data to a series of ‘primitives’ and by processing or combining actual sensor data streams to create new virtual sensor data streams.

10 CONTROLLING SYSTEM BEHAVIOR – THE DECISION MAKER

Decision Maker’s role (Fig. 6.h) is to modify the overall behavior of the MEDIATE system with the goal of establishing, maintaining and developing dialogue with the user. In broad terms it does this by modeling the user’s behavior and applying rules based on current user behavior, current system state and historical trends of both the user and the system.

In order to analyze the user’s behavior, Decision Maker takes a holistic view of the user’s actions. It is neither concerned with the low-level detail of specific sensors, nor with short-term (millisecond) fluctuations. Instead it focuses on abstracted metadata that inform it about shifts in the user’s activity and repetition levels and where that activity and repetition has been directed (in the broad terms of the visual, sonic and tactile modalities). In turn, it does not direct the moment-to-moment responses of the system, but affects them indirectly and gradually by altering the control parameters of the stimulus modules. Because behavioral changes happen over several seconds, there was no need for rapid, continuous control – we found that running the Decision Maker process twice per second was more than adequate to achieve smooth changes.

The approach we chose for modeling, tracking and controlling within Decision Maker was to use a combination of simple components whose behavior is well known and easy to adjust and to assemble them in such a way as to create a powerful control system, rather than employ a more complex single control unit. The components are a state machine, 1st & 2nd order moving average filters, threshold comparators and a simple set of heuristics; yet the end result is sophisticated and easy to tune.

10.1 The User Behavior Model

The user’s behavior is modeled using a set of meta-sensors that track levels of activity and repetition. Data from all the sensors is individually pre-processed to generate a set of normalized activity values. A moving time-average is applied to smooth out momentary spikes and noise and the data is collated by modality to give a running indication of activity levels for each modality. Using a similar approach, repetitions of the most significant detected patterns (provided by Signature Analyzer) are individually tracked over time using a bank of moving average filters, and then combined by modality to produce overall repetition levels.

In addition to the three activity meters and the three repetition meters, there are two derived meters, one for sustained inactivity (which grows when the global activity level remains low for a period of time) and one for sustained repetition (which grows when then the global repetition level remains high for a period of time). Together, these eight parameters are used to model the user’s behavior.
10.2 The System Behavior Model

The behavior of the system is set by adjusting the control parameters of the stimulus modules. In essence, each stimulus module is instructed which sensor data it should respond to and the level of complexity it should use for its sense-stimulus response functions.

Four sense-to-stimulus mappings were defined that apply to all modalities. These were ordered by their immediacy and directness in relation to the user’s action. Using musical terminology, they were named Imitate, Echo, Comment and Counterpoint. In each mapping the stimulus is a response to the user’s actions, but Counterpoint produces a more ‘mediated’, loosely-coupled response than Imitate, which directly mimics or amplifies the user’s actions.

Within each mapping, the complexity can be modulated using the Richness parameter. This affects the perceived intensity of the mapping and provides for more subtle variations than mapping changes.

Mappings and Richness represent one axis of complexity. The other is how the modalities inter-relate. Self-modality mappings (e.g. visual sense to visual response) are the simplest and cross-modality mappings (e.g. tactile sense to sonic response) are more complex (Fig. 6.1).

At the simplest level, indeed the state in which a session begins, each stimulus module responds only to sense data for its self-modality mapping and that is set to Imitate (mapping #1) with low richness. At the most complex, it would be theoretically possible for all stimuli to be responding to all sense data with a combination of mappings and richness. In reality, because Decision Maker evolves the system complexity gradually and tailors the response to the user, the combinations tend to be much simpler. And the user, through his response is able to exert control over the complexity that he is willing to explore. Nevertheless, the breadth of the potential palette is such that it is possible for significant variation between sessions.

MEDIATE can transition from one state to another (new state without constant modifications). This state has a timer and the state cannot change until the timer has completed. The total elapsed time depends on the situation: for the initial phase it will be several minutes, whereas after a tease it may be only a few seconds.

Regulate: This state regulates the amount of complexity that the system exhibits. It is activated when the user displays significant repetitive behavior and its purpose is to reduce the complexity of the system response to a level that the user feels comfortable with and able to engage creatively with. It acts by ‘dimming’ the system response (in terms of complexity) when the user is behaving repetitively.

Explore: This state enables new elements to be introduced, such as higher order mappings and cross-modality interactions. It also implements some elements of the Regulate state, to ensure the system does not run away from the user. If Regulate can be thought of as vertical movement on the complexity scale, then Explore allows for sideways and upward movement. This state is activated when the user shows sustained activity that is non-repetitive (i.e. is creatively engaged).

Tease Primary: If the user is passive and unengaged (detected as sustained inactivity), the system activates a ‘tease’ that aims to grab the user’s attention and re-engage him. The tease is an unsolicited stimulus from MEDIATE. ‘Tease Primary’ means that the tease comes from the user’s ‘primary modality’, the modality that he was previously most active in.

Tease Secondary: If the user is active but has become obsessed with getting a particular response by repeating a gesture or vocalization over and over (detected as sustained repetition), the system activates a tease in a secondary modality – one that the user is not already engaged with. The aim is to distract the user from his obsession and gain his interest in a new mode of interaction. Typically, Tease Secondary is activated when the Regulate state has been engaged for some time simplifying the system response, without successfully encouraging the user out of their repetitive cycle of behavior.

Fig. 7 shows both the states and the ways in which MEDIATE can transition from one state to another.

11 Refining MEDIATE

The MEDIATE environment described in this paper is already the product of countless refinements, from alignment of physical devices and tuning of the sense-stimulus responses through to the timing and sensitivity of the Signature Analyzer and Decision Maker. It began with engineering solutions, progressed to investigating the interplay between different modalities and mappings and finished with refinements to the behavior. It has required development by individuals as well as team-wide discussions. The modifications have been prompted by technical issues, trial and observation, and has been greatly assisted by feedback from the ‘informers’ (high functioning PAS, see section 4.4) and the psychology team members.

In the process, it has been necessary to streamline the design, dropping some interesting, advanced or simply fun features in favor of pragmatism to get a fully functioning
system. Also the design process and the user sessions have highlighted new features that would be desirable. The team aims to conduct a follow-on project that will investigate and incorporate some of these.

They include amongst others:

- making the system modular and scalable, so that it is possible to add or detach whole sense or stimulus interfaces and still have a meaningful, useful system;
- integrating the software into a single unit – currently multiple platforms, operating systems and development environments are used, with consequential complexities and vulnerabilities;
- redefining the ‘modalities’ in terms of how they are used – we discovered that the current segmentation by sense was ambiguous in certain circumstances since multiple modalities can be activated by a single action and conversely multiple actions may activate a single modality;
- extending the inter-modality interactions and widening the palette of mappings to create separate ‘scenes’ that may encourage creativity in different ways.
- to enable the patterns, found by Signature Analyzer, in the child’s use of one modality to structure the system’s feedback in another modality.

12 Results

MEDIATE is a transportable environment and sessions with low functioning children with autism have been held in London during two weeks, in Hilversum (Netherlands) for five weeks, in Barcelona for four weeks and in Portsmouth for six more weeks. More than 120 sessions corresponding to more than 90 low functioning PAS children have been held in total.

The earlier sessions were primarily used by the project team for system refinement and tuning with the target audience. Nevertheless, results from these early sessions as interpreted to us by the children’s parents and carers were that most children entered the environment without effort and only one has been reported to refuse to enter on a first session. Needless to say, the children are not forced to enter in any way. In fact, the psychologists ask the parents (who are present during interaction just outside the action space) not to push (either physically or verbally) their children to enter the environment. This is already a huge success for the environment. These children, who need very rigid daily routines and who do not cope well with unknown places, have actually become curious enough to enter by their own will and start playing. The time spent in the environment has varied from 5 minutes to 35 minutes. In every case, it has been clear that the children have found at least one of the proposed interactions and have successfully played with it.

With the later sessions in Portsmouth no further environment changes and tunings took place so that more systematic assessments might be made. Video recordings were made and rated for agency by psychologists who had not been involved with the project. Further pre- and post-session tests for generativity were administered.

According to the psychological results, none of the children felt uneasy or uncomfortable in the environment (only one of the sessions had to be stopped because of overexcitement of the child) and most appeared to gain the desired sense of control and agency. No differences between the before and after session tests of ‘creativity’ were found. However, the numbers experiencing these systematic recording sessions are at present really too small for sensible statistical analysis (12 children, two sessions each). More data is being collected to increase these numbers.

On the other hand, feedback from parents and carers of this small group of children is illuminating. This feedback was obtained by an independent evaluator (appointed by The National Autistic Society, UK) who ran a four-hour group meeting with 9 of the parents of the Portsmouth group. The full report of this meeting is included in [26]. These parents felt that MEDIATE was a hugely beneficial experience that they would like to be able to continue to use. More specifically the feedback highlighted three main areas of benefit, these being ([26] pages 71-75):

1. Independence
2. Person-centered
3. No parental demands

In other words, the MEDIATE experience allowed many children for the first time to be completely on their own and be safe to make their own choices, enjoy their behaviors and get some recognition from the environment as to what they were doing. The environment allowed each individual child to do as much or as little as they wanted. Moreover, this was achieved taking careful consideration of their particular sensory needs and communication difficulties. Finally, in the MEDIATE environment, many of the children could do as they pleased without having to meet the expectations or demands of others, including their parents or carers.

13 Conclusion

Research using MEDIATE continues. Systematic data collection, as mentioned above is ongoing. Additionally a developmental programme involving a small group (five) of PAS children has started. This programme is run by the Portsmouth Education Authority Psychology Service. The children are preschool age and have specific social communication and interaction impairments. These children are receiving intensive (15 hours per week), structured activities with their own personal, trained carer throughout a 12-month period. Weekly sessions in the MEDIATE environment for each child are one of these activities. Data about the environment’s use, in the context of monitored changes in the children’s general behavior over time, will provide valuable insight about additional richness and further tunings that may need to be added. Further we hope to gain information about the part the MEDIATE experience may play in these children’s general development. Finally, we hope to gain information about the part the MEDIATE experience may play in these children’s general development at which point it will be sensible to start to consider possible therapeutic/clinical uses of the environment.
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