RNA secondary structure mediates alternative 3′ss selection in *Saccharomyces cerevisiae*
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ABSTRACT

Alternative splicing is the mechanism by which different combinations of exons in the pre-mRNA give rise to distinct mature mRNAs. This process is mediated by splicing factors that bind the pre-mRNA and affect the recognition of its splicing signals. *Saccharomyces* species lack many of the regulatory factors present in metazoans. Accordingly, it is generally assumed that the amount of alternative splicing is limited. However, there is recent compelling evidence that yeast have functional alternative splicing, mainly in response to environmental conditions. We have previously shown that sequence and structure properties of the pre-mRNA could explain the selection of 3′ splice sites (ss) in *Saccharomyces cerevisiae*. In this work, we extend our previous observations to build a computational classifier that explains most of the annotated 3′ ss in the CDS and 5′UTR of this organism. Moreover, we show that the same rules can explain the selection of alternative 3′ss. Experimental validation of a number of predicted alternative 3′ss shows that their usage is low compared to annotated 3′ss. The majority of these alternative 3′ss introduce premature termination codons (PTCs), suggesting a role in expression regulation. Furthermore, a genome-wide analysis of the effect of temperature, followed by experimental validation, yields only a small number of changes, indicating that this type of regulation is not widespread. Our results are consistent with the presence of alternative 3′ss selection in yeast mediated by the pre-mRNA structure, which can be responsive to external cues, like temperature, and is possibly related to the control of gene expression.
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INTRODUCTION

Splicing is the mechanism by which introns are removed from pre-mRNA to create a mature transcript. In higher eukaryotes, this process involves, apart from the core machinery of the spliceosome, many auxiliary factors such as SR proteins or hnRNPs, which can enhance or block the recognition of splicing signals (Jurica and Moore 2003). These factors allow the modulation of the splicing reaction and thus, the existence of alternative splicing. In contrast to what happens in higher eukaryotes, yeast species do not have so many auxiliary factors (Plass et al. 2008; Schwartz et al. 2008). This reduces the number of possible regulatory mechanisms and makes splicing more dependent on the properties of the pre-mRNA sequence. In the case of the budding yeast *Saccharomyces cerevisiae*, the rules for 5′ splice site (5′ ss) and branch site (BS) recognition are well understood (for review, see Madhani and Guthrie 1994). In contrast, there is still controversy about the exact mechanisms implicated in 3′ splice site (3′ss) recognition. Budding yeast lacks the U2AF heterodimer, which is crucial for 3′ss recognition in higher eukaryotes (Wu et al. 1999); hence, in theory, any CAG, TAG, or AAG (HAGs) accessible to the spliceosome and at the right distance from the BS could function as a 3′ss. A scanning mechanism from the BS onward has been proposed for 3′ss selection (Smith et al. 1993), although not always the first AG downstream from the BS is used. On the other hand, several cis-acting factors have been found to influence 3′ss selection in yeast. For instance, a U-rich tract seems to promote the usage of
more distant AGs (Patterson and Guthrie 1991), but still it is not clear whether this is subject to regulation.

In addition to splicing factors, regulation of 3’ss selection can be achieved by taking advantage of the flexibility of the nascent pre-mRNA. It has been shown that the structure adopted by pre-miRNAs could affect splice site recognition in humans (Hiller et al. 2007; Shepard and Hertel 2008; Warf et al. 2009). In yeast, RNA secondary structures have been shown to influence 5’ss recognition by shortening the 5’ss–BS distance in yeast (Rogic et al. 2008). More recently, a number of cases have been described for which pre-mRNA secondary structure is key for understanding 3’ss selection, since it can maintain the 3’ss at the right distance from the BS and modulate the accessibility of 3’ss to the spliceosome (Gahura et al. 2011; Meyer et al. 2011). These works have suggested the existence of general rules that would put into context previous findings about the role of RNA structures on 3’ss selection (Deshler and Rossi 1991; Goguel et al. 1993). In the present work, we have integrated these rules into a computational predictive model, which we have applied at the genome scale, and show that they can explain most of the known 3’ss in yeast. Moreover, we show that the same rules apply to the selection of alternative 3’ss, as we are able to predict and experimentally validate a number of them.

We have, thus, integrated sequence and secondary structure information of all intron-containing pre-mRNAs in yeast to generate a computational predictive model of 3’ss selection using a Machine Learning (ML) approach (Mitchell 1997). ML methods estimate relationships from the data, allowing integration of multiple features and the generation of testable predictions. These methods have been employed in a variety of biological problems (Larranaga et al. 2006) and more recently have been instrumental in the construction of a splicing code from a large number of sequence features (Barash et al. 2010). Our model is based on Support Vector Machines (SVMs), which are supervised learning algorithms that, given a set of features and a binary classification (e.g., positive and negative cases), find the combination of features that provides an optimal separation between the instances of the two classes (see, e.g., Ben-Hur et al. 2008). SVMs are widely used in computational biology and have been shown to achieve high accuracy in a variety of problems, including the prediction of splice sites (Sun et al. 2003; Yamamura and Gotoh 2003; Zhang et al. 2003; Sonnenburg et al. 2007) and alternative exons (Dror et al. 2005).

Our SVM classifier, which uses various properties recognized to be important for 3’ss selection, including the secondary structure of the pre-mRNA, can explain over 90% of the annotated canonical 3’ss. Furthermore, we have used it to identify new alternative splicing events in the S. cerevisiae genome in coding and 5’ untranslated regions and have validated experimentally a number of them. Additionally, by generating SVM classifiers at different temperatures, we are able to predict changes in 3’ss selection. Taken together, our results show that sequence and structural properties of the pre-mRNA in yeast are sufficient to explain the selection of the majority of constitutive 3’ss. Moreover, we also show that these properties allow uncovering of novel alternative 3’ss and characterizing the modulation of 3’ss selection by temperature.

RESULTS

Secondary structures help explain 3’ss selection

We built an SVM classifier using as a positive set all possible AAG, TAG, and CAG (HAGs) annotated as real 3’ss (282), and as negatives, all cryptic 3’ss, i.e., all non-annotated intronic (97) and exonic (11,527) HAGs (Materials and Methods). The sequence features considered for the classification were the splice site sequence, the pyrimidine content between the BS and the 3’ss, and the distance to the polypyrimidine tract (PPT). Additionally, we considered the accessibility of the candidate 3’ss, which is related to the secondary structure of the pre-mRNA. In order to simulate normal growth conditions, we considered the structural properties of the sequence at 22°C (Materials and Methods). The effective distance between the BS and the HAG, calculated by subtracting the number of base positions contained in the optimal secondary structure (Materials and Methods), was not used as a feature to build the classifier but as a filter, as we have shown in a recent work that there is a maximum effective distance beyond which the HAG is never used as a 3’ss (Meyer et al. 2011; see Supplemental Table S1).

The difference in the number of positive and negative cases represents a very unbalanced training set, which can have detrimental effects on the performance of the model. To avoid this, a total of 10,000 SVM models were created in which, for each model, we sampled randomly 200 positive and 200 negative cases for training. Each of these models was used to score all other HAGs not used for training (11,506) and to classify them as positive or negative, using zero as the score cut-off. Thus, each HAG was classified as positive or negative ~10,000 times. Since the scores of the individual SVM models are not comparable, to make predictions, we defined a global score (score1) for each HAG as the proportion of SVM models in which the HAG was classified as positive or negative. Applying this scoring scheme, the SVM classifier attains a high overall accuracy, with an area under the ROC curve (AUC) of 0.9809 (Fig. 1A). Moreover, using a threshold of 1, i.e., selecting only HAGs that were classified as positive by all SVM models, our method is able to predict correctly 92% of real 3’ss (261/282), with <3% of false positives (315/11,889). However, the precision of the method, i.e., the proportion of true positives among all the cases predicted as positive, is 0.45 (Fig. 1B); that is, we obtain more false positives than true positives. We show
FIGURE 1. Evaluation of the classifier at 22°C. (A) Receiving Operating Characteristic (ROC) curve of the SVM classifier using scoring scheme score1 (see text). For each threshold of the score, the true positive rate (TPR) and false positive rate (FPR) values are represented in the x- and y-axes, respectively. The distribution of values for positive cases (dark gray) and negative cases (light gray) together with the color scale for the different thresholds used can be seen at the bottom of the graph. (B) Precision-recall curve of the SVM classifier using score1. In the precision-recall curve, the TPR (recall) is represented in the x-axis, whereas the y-axis shows the precision, i.e., number of true positive cases for a given threshold over the total amount of cases predicted as positive. (C) ROC curve and (D) precision-recall curve for the SVM classifier using scoring scheme score2 (see text). (E,F) Cumulative distributions of predicted 3′ss that are validated by RNA-Seq reads obtained at 22°C, for annotated (E) and cryptic (F) 3′ss. The left y-axis represents the percentage of 3′ss that have a score2 higher than or equal to that given on the x-axis (gray bars). The right y-axis scale represents the percentage of cases with a score2 higher than or equal to that given on the x-axis and that can be validated using RNA-Seq reads that also validate the annotated 5′ss (black line) or that may validate other 5′ss (gray line).

below that this is improved using a different scoring scheme.

To understand the relative contribution of the different features used to build the SVM to distinguish between positive and negative cases, the information gain of each of the features in the 10,000 SVMs was measured (Materials and Methods). We found that the feature that contributes the most to the classification is the BS–3′ss distance followed by the polypyrimidine content, the distance to the PPT, and the 3′ss score. The accessibility, which measures how the RNA structure, on average, exposes or hides a 3′ss, appears the least informative of the features (Supplemental Fig. S1A). Nonetheless, the usage of the accessibility improves the performance of the SVM classifier as compared to using only the other features (see Supplemental Data; Supplemental Table S2). Additionally, building classifiers for each of the features, we observe that although the accessibility shows an accuracy lower than the other features, it still can explain by itself a number of real 3′ss (Supplemental Fig. S1B).

Alternative splicing prediction

One of the goals of this work is to use our computational classifier to identify new alternative 3′ss. We expect that a small number of cases in our negative set may, in fact, be alternative 3′ss. According to our SVM classification, these candidate alternative 3′ss should resemble real 3′ss hence, they would appear as false positives. However, using score1, we obtain 2.6% false positives, which corresponds to 315 possible candidate alternative 3′ss. It is reasonable to expect that the number of candidates will be smaller; hence, we should select a smaller subset of the most likely ones. Accordingly, to predict alternative 3′ss, we changed the scoring scheme such that greater relevance is given to the false positive rate (FPR), rather than to the true positive rate (TPR). With this scoring scheme, the main goal is, therefore, not to recover as many annotated 3′ss as possible but to select potential new 3′ss with high specificity. We thus defined a new scoring scheme, score2, as the proportion of models in which a HAG was classified as positive, but fixing the FPR for each individual SVM at 0.5% (Materials and Methods). Using score2, the overall performance of the SVM classifier is lower than using score1 (AUC = 0.9105), but we get a better separation of positive and negative cases with high scores (Fig. 1C). We considered a threshold of 0.9936 for score2, i.e., only those HAGs that were classified as positive in 99.36% of the 10,000 SVM models and at a FPR of 0.5% were selected. With this threshold, we obtained a high precision (0.83), maintaining a reasonable amount of true positives (TPR = 0.59) (Fig. 1D) and predicting only a small fraction of cryptic HAGs as positives (34 cases; FPR = 0.0029). These HAGs represent the subset of negatives that are most similar to the annotated ones and, hence, were considered as alternative 3′ss candidates (Table 1).

Validation of predicted alternative 3′ss

We used RNA-Seq reads obtained at 22°C (Yassour et al. 2009; Table 2) to validate the predicted alternative 3′ss (Materials and Methods). Interestingly, we found a direct relation between score2 and the proportion of cases validated by RNA-Seq reads (Fig. 1E,F). Moreover, the percentage of nonannotated HAGs that can be validated at any score cut-off is much lower than that of real 3′ss (Fig. 1E,F). On the other hand, considering the threshold of 0.9936 for score2, i.e., keeping only the candidate alternative 3′ss, 10 out of the 34 predicted cases (30%) are validated by RNA-Seq reads (Table1). This represents a fivefold enrichment over all HAGs predicted as negative (706 cases validated with RNA-Seq reads, i.e., 6% of all
negative cases) (Supplemental Fig. S2). In contrast to the annotated 3’s, we observed that several alternative 3’s are validated by RNA-Seq reads that also validate an alternative 5’ss selection: (Fig. 2), suggesting a relation between 5’ and 3’ alternative splice site selection.

We selected 13 of the predicted candidate alternative 3’ss for experimental validation by RT-PCR, indicated in Table 1. We used different yeast strains and conditions to ensure the detection of the possible splice site variants (Materials and Methods). From these cases, two of them did not show splicing activity in the conditions tested (BUD25 and YJR079W). From the other 11 cases, we validated two of them. One of them corresponds to an intronic alternative 3’ss in VPS75 (Fig. 2), which codes for a histone chaperone (Han et al. 2007; Selth and Svejstrup 2007). The other case is an exonic alternative 3’ss in the ribosomal protein gene RPL26B (Supplemental Fig. S3). To the best of our knowledge, these two cases of alternative splicing have not been reported before in previous analyses of splicing variation in yeast (Davis et al. 2000; Preker et al. 2002; Juneau et al. 2007, 2009; Pleiss et al. 2007; Yassour et al. 2009; Bergkessel et al. 2011; Hossain et al. 2011). Some of the negative cases were shown before to have splicing variation different from alternative 3’ss selection: HMF1 and REC102.

### Table 1. Alternative 3’ss candidates

<table>
<thead>
<tr>
<th>AG name</th>
<th>Gene name</th>
<th>AG type</th>
<th>No. of reads ann. 5’ss (22°C/37°C)</th>
<th>No. of all reads (22°C/37°C)</th>
<th>Splicing evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>chrV:399360-399482:+YDL029W_25</td>
<td>ARP2</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrX:184169-184676:+YER012C-1_17</td>
<td>BUD25</td>
<td>I/B</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR FAIL</td>
</tr>
<tr>
<td>chrX:83004-83079:+YKL190W_25</td>
<td>CNB1</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrV:65308-65378:+YDL219W_46</td>
<td>DTD1</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXV:557612-558685:+YNL038W_27</td>
<td>GPI15</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrVII:31427-31578:+YGL251C_29</td>
<td>HFM1</td>
<td>I-4</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEGa</td>
</tr>
<tr>
<td>chrXIV:62947-623288:+YNL004W_32</td>
<td>HRB1</td>
<td>E2</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEGa</td>
</tr>
<tr>
<td>chrVIII:251158-251250:+YHR076W_27</td>
<td>PTC7</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEGa</td>
</tr>
<tr>
<td>chrXII:786616-786712:+YLR329W_16</td>
<td>REC102</td>
<td>I-1</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEGa</td>
</tr>
<tr>
<td>chrVII:221256-221402:+YFR031C-A_39</td>
<td>RPL2A</td>
<td>E1</td>
<td>0/0</td>
<td>2/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrV:64599-64619: +YFL034C-A_24</td>
<td>RPL22B</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrII:60190-60693:+YBL087C_48</td>
<td>RPL23A</td>
<td>E1</td>
<td>0/0</td>
<td>4/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrV:189331-189777:+YLR344W_36</td>
<td>RPL26A</td>
<td>E1</td>
<td>0/0</td>
<td>1/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrV:555835-556311:+YGR034W_45</td>
<td>RPL26B</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCRb</td>
</tr>
<tr>
<td>chrXII:58622-158971:+YKL156W_40</td>
<td>RPS27A</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXII:592412-592763:+YBR181C_41</td>
<td>RPS6B</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXVII:138725-138863:+YPL218W_22</td>
<td>SAR1</td>
<td>E1</td>
<td>0/0</td>
<td>9/2</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrX:780122-780278:+snR17a_15</td>
<td>SNR17A</td>
<td>E1</td>
<td>0/0</td>
<td>26/11</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrXII:281373-281502:+snR17b_15</td>
<td>SNR17B</td>
<td>E1</td>
<td>0/0</td>
<td>1/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrIV:629904-630171:+YDR092W_38</td>
<td>UBC13</td>
<td>I-7</td>
<td>1/0</td>
<td>1/0</td>
<td>RT-PCR NEG/ RNA-SEQ</td>
</tr>
<tr>
<td>chrII:107034-107110:+YCL005W-A_47</td>
<td>VMA9</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEG</td>
</tr>
<tr>
<td>chrIII:107034-107110:+YCL005W-A_54b</td>
<td>VMA9</td>
<td>E2</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEG</td>
</tr>
<tr>
<td>chrXIV:185493-185857:+YNL246W_26</td>
<td>VPS75</td>
<td>I-1</td>
<td>2/0</td>
<td>2/0</td>
<td>RT-PCR NEG/ RNA-SEQ</td>
</tr>
<tr>
<td>chrXIV:185493-185857:+YNL246W_26</td>
<td>VPS75</td>
<td>I-3</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR</td>
</tr>
<tr>
<td>chrXIV:1236836-1237601:+YDR381B_42</td>
<td>YRA1</td>
<td>E2</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrVII:108490-1085037:+YGR296B_42c</td>
<td>YFR1-3</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXV:5932-6079:+YNL339C_42a</td>
<td>YFR1-6</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXV:5841-5988:+YLP283C_42</td>
<td>YFR1-7</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXIV:366501-366582:+YBR062C_28</td>
<td>YFR1-8</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXIV:366501-366582:+YBR062C_28</td>
<td>YFR1-8</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXIV:341358-431470:+YDL012C_52</td>
<td>—</td>
<td>I-1</td>
<td>1/0</td>
<td>1/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrXIV:47699-47760:+YLR076W_21</td>
<td>—</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
<tr>
<td>chrXIV:580340-581044:+YLR076W_21</td>
<td>—</td>
<td>I-1</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR FAIL</td>
</tr>
<tr>
<td>chrXII:550461-550576:+YLR202C_32</td>
<td>—</td>
<td>I-3</td>
<td>0/0</td>
<td>0/0</td>
<td>RT-PCR NEGa</td>
</tr>
<tr>
<td>chrX:24244-242503:+YOL047C_20</td>
<td>—</td>
<td>E1</td>
<td>0/0</td>
<td>0/0</td>
<td>NO</td>
</tr>
</tbody>
</table>

Each predicted AG is given as the intron coordinates (chromosome, start, end, strand), the gene name, and the distance to the BS (calculated as explained in Materials and Methods). Each AG is labeled by an E or an I indicating whether the AG is exonic or intronic, and a number that explains in Materials and Methods). Each AG is labeled by an E or an I indicating whether the AG is exonic or intronic, and a number that indicates the relative position of the AG relative to the annotated 3’s. RT-PCR NEG indicates that we detected the annotated 3’s but not the predicted alternative 3’s. RT-PCR FAIL indicates that splicing was not detected in the conditions tested.

aRT-PCR using specific primers for the exon junction defined by the alternative 3’ss and the annotated 5’ss.

bCases that do not introduce PTC.

cases predicted as 3’ss.

| C. |...
were shown before to be specifically spliced during meiosis (Juneau et al. 2007); and PTC7, with two introns, has been shown to produce two mRNAs upon retention of the first intron (Juneau et al. 2009). For UBC13, we detected the annotated but not the alternative 3’s (data not shown). Interestingly, the CAG predicted as an alternative 3’s has been recently reported to be used upon disruption or weakening of a putative structure in the region covering the BS and the annotated 3’s (Gahura et al. 2011).

**Identification of constitutive and alternative 3’s in 5′ UTR regions**

We considered the predictions on an independent set by applying our method to yeast 5′ UTR introns, as these were not used for training. SGD only contains 24 5′ UTR annotations with introns (Supplemental Table S3). Applying our classifier using score1, we were able to predict correctly 87% of the real 3′ ss with only 2% false positives. In order to obtain candidate alternative 3′ ss, we used score2 and the threshold defined above (0.9936) for predicting alternative 3′ ss. In this case, we could recover 17 out of the 24 (71%) known 3′ ss, and only three of the cryptic ones (0.3%) as positives, all of them having RNA-Seq reads supporting them (Table 3). Interestingly, a predicted alternative intronic 3′ ss in the 5′ UTR of the ribosomal protein gene RPS22B has 43 reads validating it (Table 3). We experimentally validated this case (Supplemental Fig. S4), which was also reported by Yassour et al. (2009) based on RNA-Seq data. We also validated a predicted alternative 3′ ss in the 5′ UTR of MTR2 (Fig. 3), which codes for a regulator of mRNA transport (Santos-Rosa et al. 1998). Interestingly, the validated site coincides with one of the alternative 3′ ss reported before upstream of the open reading frame of MTR2 (Davis et al. 2000), which defines an intron that, upon mutation, produces lethality (Parenteau et al. 2008). These results confirm that our classifier is able to distinguish real from false 3′ ss and that it can be used to predict new alternative 3′ ss.

**Effects of temperature on 3′ ss selection**

We have shown so far that the properties of the secondary structure of the pre-mRNA affect 3′ ss selection and can be used to predict alternative 3′ ss. Interestingly, the structures adopted by the pre-mRNA can be subject to modulation, as changes in RNA polymerase transcription rate or temperature, among others, can affect their formation and stability (Pan and Sosnick 2006; Bevilacqua and Blose 2008; Chen 2008; Mahen et al. 2010; Meyer et al. 2011) and consequently regulate 3′ ss selection in yeast. In particular, we have recently described one case where the pre-mRNA secondary structure of one gene is modified by temperature changes, modulating 3′ ss selection (Meyer et al. 2011). Accordingly, we analyzed the impact of temperature changes on 3′ ss selection at genomic scale using our computational model by comparing 3′ ss predictions obtained at 22°C with the predictions under heat-shock conditions (37°C).

We found that, for annotated 3′ ss, the maximum effective distance is the same under both conditions even though the effective length distributions differ significantly (Wilcoxon signed rank test P-value < 0.001) (Fig. 4A; Materials and Methods). At 37°C, the accessibility of HAGs is significantly higher than at 22°C for real 3′ ss and exonic HAGs (Wilcoxon signed rank test P-value = 4.086 × 10⁻⁵ and P-value < 2.2 × 10⁻¹⁶, respectively). However, no

<table>
<thead>
<tr>
<th>TABLE 2. RNA-Seq data sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set</td>
</tr>
<tr>
<td>HS</td>
</tr>
<tr>
<td>YPD-t0</td>
</tr>
<tr>
<td>YPD-t15</td>
</tr>
</tbody>
</table>

(HS) Heat-shock (37°C), (YPD-t0) yeast peptone dextrose time 0 (22°C), (YPD-t15) yeast peptone dextrose time 15 (22°C).

![FIGURE 2. Experimental validation of a predicted alternative 3′ ss in VPS75. (A) Predicted optimal secondary structure between the BS and the annotated 3′ ss for the VPS75 gene, discarding the 8 nt after the BS A. The 3′ ss and the alternative 3′ ss (alt. 3′ ss) tested are boxed in the picture. The color of the nucleotides represents the pair probability of the bases in the optimal secondary structure. For nucleotides outside the secondary structure, the color represents the accessibility of the nucleotide (one-pair probability) in the same scale. (B) RT-PCR validation of the alternative 3′ ss of the VPS75 gene using specific primers in different yeast strains and conditions. Lanes 1–4 show the RT-PCR product of the alternative 3′ ss using RNA from strains BY4741 (lane 1), UPF1Δ (lane 2), and SK1 at time zero of meiosis (lane 3) and after 5 h (lane 4) (Materials and Methods). Lanes 5–8 show the corresponding negative controls without AMV reverse transcriptase. Lane 9 contains the markers, with the corresponding lengths indicated on the right. Bands corresponding to the alternative and annotated 3′ ss are indicated. The band for the alternative 3′ ss appears in all the conditions tested, although it is more highly expressed in UPF1Δ. |
significant differences were found for intronic HAGs (Fig. 4B). The higher accessibility of real 3’ss at 37°C indicates that the ability of the spliceosome to recognize some 3’ss may, indeed, depend on temperature. To test this hypothesis, we rebuilt our classifier using the properties of HAGs at 37°C, simulating heat-shock conditions (see Supplemental Tables S5, S6).

Using the scoring scheme score1, the overall performance of the classifier at heat-shock conditions is similar to the one obtained at 22°C (AUC = 0.981) (Supplemental Fig. S5A). In this case, 93% of the real 3’ss are correctly classified by all SVM models, with 2.7% false positives, which is similar to the results obtained at 22°C. Moreover, the positive predictive value (PPV) is the same as obtained before (Supplemental Fig. S5B). In these conditions, the predictions on the 5’ UTR intron set were also very similar to those at 22°C, as we predicted correctly 91% of the known 3’ss in the 5’ UTR (22/24), with only 2.6% of false positives. The relative contribution of the features to the final classification is also similar to 22°C except for the accessibility, which shows a slightly more important contribution (Supplemental Fig. S1).

We then used scoring scheme score2 to predict alternative 3’ss, using a threshold of 0.9833, such that the FPR is the same as at 22°C (FPR = 0.0029). Using this threshold, we predicted a total of 34 alternative sites; 31 of them were already present at 22°C (Table 3) and three were specific of 37°C (Table 4). Moreover, we predicted four alternative sites in 5’ UTR regions, three of which are shared at the two temperature conditions (Tables 3, 4).

Comparing the predictions at the two temperatures, we found four alternative 3’ss that are only predicted at 37°C (three in CDS regions and one in a 5’ UTR) (Table 4). These differences can only be related to changes in nucleotide accessibility, which is determined by the properties of

**TABLE 3.** Alternative 3’ss candidates predicted in 5’ UTR regions

<table>
<thead>
<tr>
<th>AG name</th>
<th>Gene name</th>
<th>AG type</th>
<th>No. of reads ann. 5’ss (22°C/37°C)</th>
<th>No. of all reads (22°C/37°C)</th>
<th>Splicing evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>chrXI:166405-166492:+-YKL150W_10</td>
<td>MCR1</td>
<td>I-1</td>
<td>1/0</td>
<td>1/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrXI:93317-93470:+-YKL186C_13</td>
<td>MTR2</td>
<td>I-3</td>
<td>1/0</td>
<td>1/0</td>
<td>RNA-SEQ</td>
</tr>
<tr>
<td>chrXI:855877-856433:+YLR367W_15</td>
<td>RPS22B</td>
<td>I-1</td>
<td>43/0</td>
<td>43/0</td>
<td>RNA-SEQ</td>
</tr>
</tbody>
</table>

*RT-PCR using specific primers for the exon junction defined by the alternative 3’ss and the annotated 5’ss.
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**FIGURE 3.** Experimental validation of a predicted alternative 3’ss in the 5’ UTR in MTR2. (A) Predicted optimal secondary structure between the BS and the annotated 3’ss, discarding the first 8 nt after the BS A, in the 5’ UTR of the MTR2 gene. The 3’ss and the alternative 3’ss (alt. 3’ss) tested are boxed in the picture. The color of the nucleotides represents the pair probability of the bases in the optimal secondary structure. For nucleotides outside the secondary structure, the color represents the accessibility of the nucleotide (one-pair probability) in the same scale. (B) RT-PCR validation of the splicing pattern of the MTR2 gene in different yeast strains. Lanes 1–4 show analyses of MTR2 using RNA from strains UPFLA (lane 1), W303 (lane 2), and SK1 at time zero of meiosis (lane 3) and after 5 h (lane 4) (Materials and Methods). Lanes 5–8 show the corresponding negative controls without AMV reverse transcriptase. Lane 9 contains the markers, with the corresponding lengths indicated on the right. Bands corresponding to the alternative and annotated 3’ss are indicated. The band for the alternative 3’ss appears in the strains UPFLA and W303 and during meiosis (SK1-0 h and SK1-5 h).
the secondary structure of the pre-mRNA. Interestingly, one predicted case in the CDS of gene RPL23B has RNA-Seq reads and an EST supporting it (Table 4). We experimentally tested the three cases predicted in the coding region (Table 4). For MCM21, we detected the annotated 3’ss but found no usage of the candidate alternative 3’ss. In the case of YLR211C, which codes for a protein of unknown function (Davis et al. 2000), we validated an alternative 3’ss predicted in the exon downstream from the annotated 3’ss. This alternative 3’ss is predicted to be less available at 22°C (Fig. 5A) (average accessibility, 0.8981; relative accessibility, 0.8128) than at 37°C (average accessibility, 0.9493; relative accessibility, 0.9880). Experimental validation shows that the alternative 3’ss is used more than the annotated one (Fig. 5B). Moreover, the relative difference of usage of both sites decreases with temperature in strain BY4741 but not for UPF1Δ (Fig. 5B). This could indicate that the annotated site might not be the constitutive site, as it is less used than the predicted alternative 3’ss. Although the shape of the optimal structure predicted in the region between the annotated and the alternative 3’ss does not change, the stability of the structure and the probability of the pairings decreases with temperature (Fig. 5), hence, allowing other suboptimal conformations. We also validated the alternative 3’ss predicted in RPL23B. In this case, we see that the 3’ss is also present at all temperatures tested (Supplemental Fig. S6). The secondary structure predicted changes at high temperatures, increasing the accessibility of both the annotated and the alternative 3’ss (Supplemental Fig. S6A). Our results are, thus, in agreement with the usage of the 3’ss being modulated through the secondary structure of the RNA by temperature changes.

**DISCUSSION**

In this work, we have integrated in a computational model a number of empirical rules for 3’ss selection in yeast based on the sequence and structural properties of the pre-mRNA. This model correctly recovers the majority of real 3’ss in CDS and 5’ UTR regions at a low false positive rate, indicating that these rules are, indeed, quite general. Moreover, these results indicate that a reduced number of sequence features may be sufficient to identify real 3’ss in yeast. If we analyze the contribution of the different features used for classifying the 3’ss, we observe that the most informative one is the distance between the BS and

### TABLE 4. Alternative 3’ss candidates predicted only under heat-shock conditions

<table>
<thead>
<tr>
<th>AG name</th>
<th>AG loc.</th>
<th>Gene name</th>
<th>AG type</th>
<th>No. of reads</th>
<th>No. of all reads</th>
<th>Splicing evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>chrIV:1103808-1103890:+YDR318W_31</td>
<td>CDS</td>
<td>MCM21</td>
<td>E1</td>
<td>1</td>
<td>1</td>
<td>RT-PCR NEG</td>
</tr>
<tr>
<td>chrV:396807-397277:+YER117W_56</td>
<td>CDS</td>
<td>RPL23B</td>
<td>E1</td>
<td>0</td>
<td>10</td>
<td>RNA-SEQ/EST</td>
</tr>
<tr>
<td>chrXII:564457-564515:+YLR211C_40</td>
<td>CDS</td>
<td>—</td>
<td>E1</td>
<td>0</td>
<td>0</td>
<td>RT-PCRb</td>
</tr>
<tr>
<td>chrXII:166405-166492:+YKL150W_28</td>
<td>UTR</td>
<td>MCR1</td>
<td>E1</td>
<td>0</td>
<td>0</td>
<td>RT-PCR NO</td>
</tr>
</tbody>
</table>

*aCases that do not introduce PTC.
bRT-PCR using specific primers for the exon junction defined by the alternative 3’ss and the annotated 5’ss.
the 3′ss, followed by the pyrimidine content (Supplemental Fig. S1). Interestingly, previous experimental work has found these two features to be important for 3′ss selection (Cellini et al. 1986; Patterson and Guthrie 1991; Smith et al. 1993; Luukkonen and Seraphin 1997). Considering the results obtained, we conclude that, in the majority of yeast introns, 3′ss selection may not require the presence of extra cis regulation, which is consistent with the fact that regulatory splicing factors are effectively missing in yeast (Plass et al. 2008; Schwartz et al. 2008).

We have gone beyond canonical 3′ss selection and proposed that the same rules may describe selection of alternative sites. Accordingly, candidate alternative 3′ss were considered to be among the cryptic 3′ss sites that most resemble real sites. These candidate alternative sites are enriched for evidence by RNA-Seq reads compared to other cryptic sites. Interestingly, in several cases, the alternative 3′ss are validated by RNA-Seq reads that also support an alternative 5′ss (Fig. 1F). This suggests that these alternative 3′ss may be involved in more complex splicing patterns, which would entail the selection of two alternative intron boundaries. Additionally, some of our predictions were previously reported as alternative 3′ss (Davis et al. 2000; Yassour et al. 2009; Gabura et al. 2011), which adds support to our proposed model, where pre-mRNA secondary structure aids 3′ss selection. Nonetheless, most of the splicing variation reported so far in yeast (Davis et al. 2000; Preker et al. 2002; Juneau et al. 2007, 2009; Pleiss et al. 2007; Yassour et al. 2009; Bergkessel et al. 2011; Hossain et al. 2011) corresponds to intron retention events and not to alternative 3′ss selection and, hence, could not be recapitulated using our model. Using various yeast strains and conditions, we are able to experimentally validate a number of candidate alternative 3′ss, further supporting our predictive model and confirming the existence of alternative 3′ss selection in yeast.

Secondary structure has been shown before to play a role in the recognition of some introns by the spliceosome (Deshler and Rossi 1991; Charpentier and Rosbash 1996; Gabura et al. 2011; Meyer et al. 2011), and structural features have been shown previously to aid in the computational prediction of splice sites (Patterson et al. 2002; Marashi et al. 2006). However, these computational methods only included information from a predicted optimal structure and did not contemplate a mechanistic hypothesis in the predictive model or the possibility of alternative 3′ss selection. Our model uses the accessibility of the HAG, which summarizes the secondary structure properties of the pre-mRNA, and the effective distance to the BS, which is also determined by the structure. Moreover, our genome scale analysis and experimental validation of predicted sites is consistent with a mechanism of 3′ss selection whereby the secondary structure maintains the 3′ss at the right distance from the BS and modulates the accessibility of 3′ss to the spliceosome.

We have also explored the impact of temperature on 3′ss selection, as this can affect the structural properties of the sequence surrounding the 3′ss (Bevilacqua and Blose 2008; Chen 2008). Although BS–3′ss distance and pyrimidine content are the most informative features for 3′ss selection, accessibility is the only feature that can change with temperature; hence, it is essential to describe temperature-dependent splicing. We, indeed, observed that the accessibility of 3′ss is higher at heat-shock conditions (Fig. 4B). Therefore, we predicted that high temperatures will facilitate the usage of alternative 3′ss that may be less available at lower temperatures due to the secondary structure of
the pre-mRNA, allowing the regulation of 3’s in a temperature-dependent manner. Our genome-wide analysis of the predictions at heat-shock conditions shows a small number of differences, which agrees with the lower information gained by using accessibility as a predictor (Supplemental Fig. S1). This indicates that the effect of temperature in splicing is probably subtle and not widespread. As the formation of the RNA structure is a stochastic process, our model predicts that a temperature increase makes alternative conformations more probable, increasing the accessibility of HAG sites. Although we did not test experimentally the expected quantitative change, we validated the annotated and a predicted alternative 3’s for the genes YLR211C (Fig. 5) and RPL23B (Supplemental Fig. S6), in agreement with a role of the secondary structure in the modulation of 3’s selection.

It remains to be determined the functional consequences of our findings. The predicted alternative 3’s selection is likely to occur at a low abundance, as we had a low rate of validation and three of the six validated cases can only be observed experimentally using specific primers. Furthermore, the validation of the alternative 3’s by RNA-Seq reads shows that the usage is considerably lower than that of the corresponding annotated 3’s. The possibility remains that our predictions are used at a frequency below our detection limits or become activated at conditions different from the ones used. Nonetheless, we found that most of the predicted alternative sites introduce a PTC that enlarges the 3’ UTR of the gene (Table 1). It is known that in yeast the mRNA levels of genes containing 3’ UTRs longer than average are regulated by nonsense-mediated decay (NMD) (Kebaara and Atkin 2009); hence, most of the predicted alternative sites will likely trigger the degradation of the resulting transcripts by NMD (Amrani et al. 2004). In the three cases in which no PTC is introduced, the alternative site produces a deletion that corresponds to a conserved region in all the homologous proteins found in database searches (see Supplemental Material), suggesting that the protein products resulting from the alternative 3’s selection may be inactive. Additionally, motif analysis of the resulting mRNA sequences after the 3’s variation predicted in 5’ UTRs did not indicate the disruption or creation of regulatory motifs (see Supplemental Material), suggesting that the variation at the 5’ UTR does not produce functional changes. All these pieces of evidence indicate that the majority of alternative 3’s predicted will either be innocuous or produce nonfunctional mRNAs that will be degraded. Recent works have shown that NMD coupled to alternative splicing (AS) or unspliced mRNAs can regulate mRNA levels (Neu-Yilik et al. 2004; Lareau et al. 2007; Pan et al. 2008; Sayani et al. 2008; Hansen et al. 2009). Moreover, it has also been shown that, since many alternative splicing events trigger NMD, there is an underestimation of the extent of splicing variation (Baek and Green 2005). All this can partially explain the low number of reads found validating the alternative 3’s predicted and the low validation rate obtained by RT-PCR. Thus, our findings suggest a possible role of the alternative 3’s in the regulation of gene expression through NMD.

We conclude that sequence properties are sufficient to define the splicing outcome for the majority of 3’s in yeast. Furthermore, our results are consistent with the existence of variation in 3’s selection that is mediated by the pre-mRNA structure, which can be responsive to external cues, like temperature, and which is possibly related to the control of gene expression.

MATERIALS AND METHODS

Data sets

The annotation and genomic sequence for S. cerevisiae were downloaded from the Saccharomyces Genome Database (SGD July 2009; Engel et al. 2010). All introns from chromosomal genes (327) were extracted, and only those that had length > 0 nt, canonical splice sites (GT or GC at the 5’s and AG at the 3’s), and did not have any ambiguous nucleotide (N) in the sequence were kept, resulting in a final set of 282 introns.

To predict branch sites, every intron was scanned for NNNTRACNN motifs up to 200 nt upstream of the 3’s. Those with the smallest Hamming distance to the TACTRACNN sequence were predicted as BS. When several motifs with identical Hamming distance were found, an additional selection based on potential base-pairing to U2 snRNA was applied using RNAcofold (Hofacker 2009), forcing the branch site A to be not paired. If several motifs had the same potential, the closer to the 3’s was selected. All the considered introns thus contain a canonical 3’s and a BS sequence within 200 nt upstream of the 3’s. In this set, all HAGs (AAG, TAG, and CAG) were collected such that they were located between 10 nt downstream from the BS and the end of the downstream exon, and their effective distance was smaller than 52 nt (see below), as these are the minimum distance and maximum BS–3’s effective distance, respectively, for a 3’s to be recognized (Meyer et al. 2011). Additionally, using the SVM described below, we verified that using this effective distance cutoff improves the prediction accuracy (see Supplemental Material). These HAGs were then classified as real (282) if they were annotated 3’s, intronic (97) if they were not annotated as 3’s and were located between the BS and the annotated 3’s, and exonic (11,527) if they were located in the downstream exon.

To build the 5’ UTR intron test set, the 24 annotated 5’ UTR exons from SGD were extracted. 5’ UTR introns are annotated in SGD only as a pair of coordinates, corresponding to the 5’s and 3’s coordinates, with no indication of the exact coordinates for the flanking exons. For these introns, we considered the downstream exon to start after the annotated 3’s of the UTR and to end at the next downstream 5’s annotated. All these introns thus contain a canonical 3’s and a branch site sequence predicted as described above. From this set, all HAGs were collected such that they were located between 10 nt downstream from the BS and the end of the downstream exon, having an effective distance < 52 nt, resulting in 24 annotated 3’s, nine intronic
HAGs, and 1075 exonic HAGs. 5’ UTR introns were not included in the set used to build the SVM.

**Effective distance**

The effective BS–3’ss distance was defined as the linear distance (in nt) between the BS and the 3’ss after removing the optimal secondary structure. More specifically, all the bases that were part of a structured region were removed, leaving only the two bases corresponding to the beginning and the end of the structured region. For each intron, the sequence between the BS and the 3’ss was recovered, discarding both signals. From this region, the first 8 nt after the BS A were further removed, as previous work shows that these nucleotides cannot belong to a secondary structure (Meyer et al. 2011). In the selected region, an optimal secondary structure was predicted using the program RNAfold from the Vienna package (Hofacker 2009) with default parameters and setting the temperature at 22°C or 37°C. Effective distances calculated from optimal structures represent the most frequent value of the distribution of effective distances obtained when suboptimal structures are considered (Meyer et al. 2011).

**Support Vector Machine classifier**

In order to model annotated 3’ss and to predict candidate alternative 3’ss, a SVM was built using a linear kernel with the program Gist2.3 (Pavlidis et al. 2004; http://svm.sdsc.edu). A binary classification of HAGs into positive (functional 3’ss) and negatives (nonfunctional 3’ss) was considered. All real 3’ss (282) were taken to be the positive set, whereas all HAGs labeled as intronic (97) or exonic (11,527) were taken to be the negative set. We used the intronic and exonic HAGs as a negative set, as we expect that the majority of them would be true negatives as there is no evidence available of their usage. In order to avoid a biased training due to the unbalanced size of the training data sets, a total of 10,000 SVM models was calculated. For each SVM, 200 positive and 200 negative cases were sampled randomly for training. Each of the SVM models was then used to score all other HAGs not used for training (11,506) and to classify them as functional or nonfunctional 3’ss according to their score, using zero as a cut-off value. Since the scores of the individual SVM models are not comparable, a score (score1) was defined for each HAG as the proportion from the 10,000 SVM models for which the HAG was classified as positive using a cut-off value of zero for each of the 10,000 SVMs.

For the prediction of alternative 3’ss, a second score (score2) was proposed, which was defined as the proportion of models in which HAG was classified as positive but fixing the FPR at 0.5%. That is, for each of the 10,000 SVMs, we used the individual SVM cut-off value to be such that only 0.5% of the nonannotated HAGs were classified as functional 3’ss; i.e., only 0.5% of false positives were allowed per SVM model. The score2 scheme ensures that the classification was made at a fixed FPR = 0.5%.

The features selected to build the Support Vectors of each of the 3’ss analyzed were the following:

- **Splice site sequence:** Each HAG (AAG, CAG, and UAG) is scored using the log10-rate of their frequency in the set of annotated 3’ss relative to their frequency in the negative set.
- **Distance to the BS:** For each HAG, the distance to the predicted BS is measured. This is defined as the number of nucleotides between the A of the BS and the HAG, including the last position. Using this definition, TACTAACACNNNTAG would represent a distance of 10 nt.
- **Accessibility:** Accessibility is defined as the probability of a nucleotide not being paired with any other nucleotide, i.e., one minus the pair probability. Pair probabilities were calculated using the program RNAfold (Hofacker 2009). The accessibility Ak of a HAG is calculated as the average of the accessibilities of each of the nucleotides in the HAG, ai(wj), i=k+1,k+2, in four different windows w of lengths d, d+5, d+10, d+15, where d is the BS-HAG distance discarding the first 8 nt after the BS A (see above):

  \[ A_k = \frac{1}{4} \sum_{w = k}^{k+2} a(w, i) \]

Then for each HAG, the relative accessibility \( A_k^{(R)} \) was calculated by normalizing the accessibility to the power of two to the maximum accessibility in the intronic and exonic region around the same annotated 3’ splice site:

\[ A_k^{(R)} = \frac{A_k}{\max_j \{ A_j \}} \]

- **Polypyrimidine content:** The polypyrimidine content was measured as the proportion of pyrimidines in the region between 7 nt downstream from the A of the BS to the nucleotide upstream of the analyzed 3’ss.
- **Distance to the PPT:** Polypyrimidine tracts between the BS and each HAG were predicted using the heuristic method defined in Clark and Thanaraj (2002). In the case that more than one PPT was predicted for a given HAG, the closest one was kept. The distance to the PPT was defined as the number of nucleotides between the end of the PPT and the HAG, without including them. The score for this feature was defined as the log2 of this distance. When no PPT could be identified by the method, the maximum distance possible (the distance between the BS and the 3’ss minus 6) was considered.

**Information Gain measurement**

For each of the 10,000 SVMs generated (at 22°C and at 37°C), the Information Gain IG was calculated for each of the attributes used for classification using the WEKA software (Hall et al. 2009). For each of the attributes A, the corresponding values were discretized using a minimum description length (MDL) method (Grünewald 2007). The information gain of each of the attributes A with respect to the set of labeled elements X is calculated as follows:

\[ IG(X, A) = H(X) - \sum_{a \in \text{values}(A)} \frac{|X_a|}{|X|} H(X_a) \]

where \( X_a \) is the subset of \( X \) that have a particular value \( a \) for attribute \( A \), and \( H(X) \) is Shannon’s entropy:

\[ H(X) = -\sum_{i=1}^{n} p(x_i) \log_2 p(x_i) \]
where \( p(x_i) \) is the proportion of cases from the set \( X \) that are classified with the \( i \)-th value; in this case, \( x_i = \{ \text{positive, negative} \} \).

**Analysis of *S. cerevisiae* RNA-Seq reads**

The RNA-Seq data from Yassour et al. (2009) at 22°C and 37°C (Table 2) were used to validate our predictions. Reads were mapped against the *S. cerevisiae* genome (SGD July 2009) (Engel et al. 2010) using GEM-mapper (http://gemlibrary.sourceforge.net), allowing reads supporting each junction was reported. Clustered into putative splice-junctions, and the total number of reads with one split-mapping were selected. Reads were then maximum of one mismatch position in the read sequence, and only mapping. Additionally, the split-mapping was done using a max-GEM split-mapper to narrow down the search space of the allowed in each part of the read. Moreover, the consensus motifs GT-AG and GC-AG for the splice site dinucleotides were provided to GEM split-mapper to narrow down the search space of the mapping. Additionally, the split-mapping was done using a maximum of one mismatch position in the read sequence, and only reads with one split-mapping were selected. Reads were then clustered into putative splice-junctions, and the total number of reads supporting each junction was reported.

**Experimental validation of predicted alternative 3’ss sites**

Various yeast strains were used to test splicing: two normal strains with different genetic background:

\[
\begin{align*}
W303: \text{MATa ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1} \\
BY4742: \text{MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0}
\end{align*}
\]

a mutant strain for the gene UPF1, which would allow detection of those products that would be degraded by the nonsense-mediated decay pathway:

\[
\begin{align*}
\text{UPF1Δ: MATa, his3Δ1, leu2Δ0, met15Δ0, ura3Δ0, ymr080cΔ::KAN+} & \quad \text{(Openbiosystems YSC1053, #6214)}
\end{align*}
\]

and the strain SK1, to detect splicing during meiosis:

\[
\begin{align*}
SK1: \text{MATa/a lys2 ho::LYS2 ura3 arg4 leu2 trp1}
\end{align*}
\]

SK1 was used as two of the tested genes, REC102 and HFM1, are only processed during meiosis. Moreover, there have been earlier reports of splicing changes during meiosis (Juneau et al. 2007; Munding et al. 2010).
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