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Abstract

The siting of facilities in a competitive environment has recently become a mainstream topic in the field of location–allocation modeling. This paper will focus on the location of facilities in a discrete space. First, an overview of the emerging literature on discrete competitive models will be presented. Second, some formulations of the location of competitive facilities in an oligopolistic market represented by a discrete network will be addressed. We address ways in which entry barriers can be applied to newcomers to the market, and we consider uncertainty in the information used in formulating strategies to maximize market share. Finally, a new model based on early works of ReVelle and Serra will be presented.
1 Introduction

Competitive location has been a mainstream topic in the field of industrial organization, spatial economics, regional science and operations research. The literature is rich in papers that addresses the issue of locating firms that compete for clients in space. Beginning with the seminal work of Hotelling (1929), the most traditional spatial representation of competition has been a continuous line, since it easily yields mathematical results related to price setting, production levels and locational strategies.

In the last decades, new works following the same approach have been developed using other geometrical shapes such as circles or triangles, to try to loosen the strong assumption of a linear market and to allow new strategies such as sequential entry in the market (see, for example, Lerner and Singer (1937), Hay (1976), Rothschild (1976), and Prescott and Visscher (1977)). Although conclusions on the behavior and final strategies of the competitors are relatively easy to obtain, the spatial representation is, in most situations, still distant from reality. On the other hand, the literature on location in Operations Research and in Regional Science has concentrated on non-competitive location-allocation models, even though planar and network representations have been used.

In this sense, the competitive location models can be categorized in three spatial representations. These are (1) continuous planar space -where the potential location of the facilities is anywhere in the plane; (2) a network -where facilities are allowed to locate at the extremities of or at the intermediate points on the arcs; and (3) discrete space -where there is only a finite set of possible locations on the network. Therefore, discrete facility location can be considered as a special case of network facility location. In general, for all these spatial representations consumers are located at specific points, such as the vertices of the network. Obviously, it is not possible to determine which spatial setting is best, since the representation depends on the purpose of the model and the type of facilities to be located. An extensive bibliographic survey with over 100 citations on competitive location can be found in Eiselt

\footnote{It is difficult to find a paper on competitive location that does not cite Hotelling’s work in its introduction!}
et al. (1993).

Several authors have started to incorporate the spatial representation of non-competitive location models to the strategies and behaviors of competitive siting situations.

Parallel to the spatial definition of the market, it is necessary to define the term "competition". Friesz et al. (1988) define a competitive facility location model as "any facility location model which explicitly recognizes that a firm's location may affect its market share; and, hence, that a location must be chosen so that the objectives of the firm are optimized with respect to market share" (p.48). This wide definition of competition in facility includes models where there is no interaction between firms, and therefore includes, for example, plant location models. For our purposes, a narrower definition will be used stemming from game-theoretical concepts. A competitive facility location model is such that there is more than one firm competing in the spatial market, and that there is interaction between them; the location decision of a firm will affect not only its market share, but also its competitor(s) market share. A similar definition has been offered by Hakimi (1983).

The purpose of this paper is threefold. First, an overview of the emerging literature on discrete competitive models as defined above will be presented. Second, some formulations on the location of competitive facilities in an oligopolistic market represented by a discrete network will be addressed, with the focus on entry barriers that can be applied to check the entry of newcomers to the market and with focus on the uncertainty in the information used to formulate strategies to maximize market share. Finally, an new model based on early works of ReVelle and Serra will be presented.

2 Discrete Competitive Location Models: an Overview

Hotelling's work on two firms competing in a linear market with consumers distributed uniformly along the line (also known as the ice-cream vendor problem) set the foundations of what is today the burgeoning field of com-
petitive location. Competitive location is not only important from a practical point of view. It is also intriguing because, as Eiselt and Laporte (1989) point out, by modifying the assumptions of the model the results obtained may differ significantly from Hotelling’s conclusions: “relatively small changes in the model assumptions result in dramatic changes in the outcome” (p.237).

During the late thirties and early forties, several papers using the same spatial representation as Hotelling but modifying some of the economic assumptions appeared in the economic literature (Hoover (1936), Lerner and Singer (1937), and Smithies (1941)). There followed several decades of stagnation in the contribution of new insights in the field of competitive location in linear markets. Since the late seventies however, a myriad of different models have appeared in the literature of spatial economics and industrial organization. Useful reviews can be found in Ponsard (1983), Graitson (1987), Gabszewicz and Thisse (1991), and Eiselt and Laporte (1989).

Much of the effort in the new evolving literature has aimed at developing insights concerning the equilibrium pattern of competitive location and pricing. Nevertheless, “although these models (linear models) are rich in their theoretical insights about spatial competition and have greatly enhanced our understanding of locational interdependence, they provide very little guidance for developing practical approaches to facility location in competitive environments.” (Ghosh and Craig 1984).

Parallel to the development of this body of literature, a new field on location modelling was growing in the late sixties and seventies at a fast rate, namely facility location analysis. This field of research, coming basically from the fields of operations research, regional science and geography, dealt with the problem of locating new facilities in a spatial market in order to optimize one or several geographical and/or economic criteria. These criteria included overall distance minimization and transport and manufacturing cost minimization. The literature in facility location analysis is prolific: good references can be found in Domschke and Drexl (1985), who identified over 1500 references on the subject, Love et al. (1988), and Chhajed et al. (1993). Although these models used more realistic spatial representations, such as networks and planes, most of them dealt exclusively with non-competitive situations, and little attention was paid to the characterization of market
equilibria.

From the late seventies, considerations on the iteration between competing facilities in discrete space have been developed following several different approaches. One of the first of the questions that is addressed by several authors is the existence or (not) of a set of locations in the vertices of a network that will ensure a Nash equilibrium, that is, a position where neither firms have incentives to move. Wendell and McKelvey (1981) considered the location of two competitive firms with one server each and tried to find a situation where a firm would capture at least 50% of the market regardless of the location of its competitor. Results showed that there was not a general strategy for the firm that would ensure this capture if locating at vertices of the network. They did not develop a generic algorithm for finding solutions, but they looked at the possible locational strategies. They also examined the problem in a tree. Hakimi (1986) also analyzed extensively the problem of competitive location on vertices and proved that, under certain mathematical conditions such as concave transportation costs functions, that there exists a set of optimal locations on the vertices of the network.

A similar problem was studied by Lederer and Thisse (1990). Their problem not only looked at the specification of a site but also at the setting of a delivered price. They formulated the problem as a two-stage game, where in the first stage both firms choose locations and in the second stage they simultaneously set delivery prices schedules, and the result is that there is subgame perfect Nash equilibrium. As Hakimi did, they also proved that if firm's transport costs are strictly concave, then the set of locational choices of the firm is reduced to the vertices of the network. As a consequence, the location problem can be reduced to a 2-median problem if social costs are minimized.

A similar result was obtained by Labbe and Hakimi (1991). They developed a two-stage game in which two firms with one server each first select their location and then the quantities they will offer to each market. They proved that a subgame perfect Nash equilibrium exists and that the locations occur on the vertices if transport costs are concave.

The problem of two firms competing in a spatial market has also been
studied in the case where the market is represented by a tree. Eiselt (1992) proved that in such case there is not a sub-game perfect Nash equilibrium if both prices and locations are to be determined. Eiselt and Laporte (1993) extended the problem to the location of 3 facilities in a tree. They found that the existence of equilibria depended on the distribution of weights. In both models, firms were allowed to locate on the edges of the network.

The game-theoretical models presented so far restrict themselves to the location of firms with one facility each that compete against each other. Tobin and Friesz (1986) examined the case of a profit-maximizing firm that entered a market with several plants. They considered price and production effects on the market, since the increase in the overall production level from the opening of new plants in a spatial market stimulates reactions in the competitors. These reactions might affect not only production levels, but also prices and locations.

Tobin and Friesz developed two models: (1) a spatial price equilibrium model which determines equilibria in prices and production levels for a given number of firms, and (2) a Cournot-Nash oligopolistic model in which a few profit maximizing firms compete in spatially separated markets. They used both models to analyze the case of an entering firm that is going to open several new plants in spatially separated markets, and knows that its policy will have impact on market prices. Since profits depend on location and price levels and these depend on the reaction of the competitors, it is not possible to use a standard plant location model. To tackle the problem, they used sensitivity analysis on variational inequalities to relate changes in production to changes in price to obtain optimal locations. The model was solved using a heuristic procedure where in the first step a spatial competitive equilibrium model was obtained and, in the second step, sensitivity analysis of profit to production changes was done using an integer non-linear program to select locations and production levels likely to maximize total profits. This model was generalized by Fries et al. (1989) to allow the entering firm to determine not only production levels and the site of its plants, but also its shipping patterns, and to examine different market strategies that can occur in the market (Miller et al. 1991). Due to the mathematical complexity of these models, Miller et al. (1992) developed several heuristic methods to tackle the problem using the approach of variational inequalities (see, among others,

Another body of literature on competitive location deals with the siting of retail convenience stores. These type of stores is characterized by (1) a limited and very similar product offering across outlets, (2) similar store image across firms, and (3) similar prices. Therefore, location is a major determinant of success.

Ghosh and Craig (1984) considered the location of several retail facilities by two servers. The problem is to locate retail facilities in a competitive market knowing that a competing firm will also enter this market. They used a minimax approach, where the entering firm maximizes its profit given the best location of the competitor. Potential locations were restricted to the vertices of the network. The firm’s objective is to maximize the net present value of its investment over a long-term planning horizon. The model did not allow location at the same site for both firms and did not examine the issue of ties. Ghosh and Craig used a heuristic algorithm to obtain solutions. The algorithm is as follows: for each possible set of locations of firm A, the best siting strategy is found for firm B. The final result is the set of locations where Firm A’s objective is maximum given the best reactive location strategy of its competitor. A Teitz and Bart hill-climbing heuristic was used to determine the sites for both firms. The model is adapted to examine other strategies such as preemption, i.e., the identification of locations that are robust against competitive action. Other modifications included the relaxation of the number of stores that could be opened by each firm, and collusion by both servers.

In a similar model, Dobson and Karmarkar (1987) introduced the notion of stability in the location of retail outlets by two profit maximizing firms in a competitive market. Several integer programming models were developed to identify stable locations such that no competitors can enter the market and have profits given some rules on the competitive strategies. The models were solved using enumeration algorithms.

Most competitive location models assume that consumers patronize the closest shop. Karkazis (1989) considered two criteria that customers may use to decide which shop to patronize: a level criterion based on the preferences of a customer on the size of the facility and a distance criterion based on
closeness to the store. He developed a model that would determine the location and number of servers to enter the market when there are other firms already operating in the market by maximizing the profit subject to a budget constraint. The problem was solved in a dynamic fashion since there is a trade-off between both criteria.

Another model that examines competition among retail stores in a spatial market was developed by ReVelle 1986. The Maximum Capture Problem (MAXCAP) has formed the foundation of a series of models. These models include issues such as the strategies that competing firms may adopt or the uncertainty that characterizes some situations. In the following sections both the MAXCAP Problem and its extensions will be examined in more detail.

3 A Review of The Maximum Capture Problem

In a excellent review paper on competitive location, Friesz et al. (1988) pointed out that ReVelle's Maximum Capture Problem was one of the three competitive network facility location models that were "likely to serve as foundations for future models" together with the ones of Lederer (1986) and Tobin and Friesz (1986). In fact, The Maximum Capture Problem initiated a series of studies on the location of retail facilities in discrete space. The purpose of this section and the following ones is to review both the original formulation and the extensions of the MAXCAP model and to give new insights on this rich problem.

The MAXCAP model makes the following assumptions: (1) the product sold is homogeneous, in the sense that it is difficult to differentiate it among stores belonging to different firms, (2) the consumer's decision on patronizing the store is based on distance and not on price (i.e., price is considered the same in all stores and does not have any role in the purchasing decision) and (3) unit costs are the same in all stores regardless of ownership. Examples of this type of facilities can be found in the fast food sector, in convenience stores and in the banking sector (bank branches or ATM machines), among others.
In essence, the MAXCAP problem seeks the location of a fixed number of servers \((p\) stores\) belonging to a firm in a spatial market where there are other servers from other firms already competing for clients. The spatial market is represented by a network. Each node of the network represents a local market with a fixed demand which is given. The location of the servers is limited to the nodes of the network. Competition is based on distance: a market is "captured" by a given server if there is no other server closer to it. If two servers from competing firms have a local market at the same distance, then they divide in equal part the capture, as in Hotelling's game. The objective of the entering firm is to maximize its market capture. This objective, given the assumptions on the characteristics of the retail stores, is almost equivalent to maximizing profits (Hansen et al., 1987).

In this setting, the concept of market capture by an outlet is very similar to the concept of security center proposed by Slater (1975). A security center is a location \(j\) which minimizes the maximum for any other location \(k\) of the difference between the demand nodes closer to \(j\) and closer to \(k\). The MAXCAP problem extends this concept to the location of several servers. Therefore, the \(p\) servers of the entering firm located using the MAXCAP problem can be considered as security centers, since they minimize the capture that Firm B can achieve.

The formulation of the MAXCAP problem is based on the Maximal Covering Location Problem (MCLP) of Church and ReVelle (1974) and can also be formulated as a P-median-like model. As mentioned before, the model assumes that a new firm (from now on Firm A) wants to enter a market in order to obtain the maximum capture, given the location of \(q\) competitor servers, that can belong to one or more firms. Without loss of generality it is assumed that there is only one competing firm (Firm B) operating in the market. The basic question is to find a set of \(p\) locations for Firm A so as to maximize its capture. The formulation of the MAXCAP model is as follows:

\[
\text{Max } Z^A = \sum_{i \in I} a_i y_i^A + \sum_{i \in I} \frac{a_i}{2} z_i
\]

subject to:
\[ y_i^A \leq \sum_{j \in N_i(b_i)} x_j^A \quad \forall i \in I \quad (1) \]

\[ z_i \leq \sum_{j \in O_i(b_i)} x_j^A \quad \forall i \in I \quad (2) \]

\[ y_i^A + z_i \leq 1 \quad \forall i \in I \quad (3) \]

\[ \sum_{j=1}^{n} x_j^A = p \quad (4) \]

\[ y_i^A, z_i, x_j^A = (0, 1) \quad \forall i \in I, \forall j \in J \]

where parameters are:

\[ i, I = \text{index and set of demand areas} \]

\[ j, J = \text{index and set of potential locations} \]

\[ a_i = \text{demand at node } i \]

\[ d_{ij} = \text{distance from node } i \text{ to node } j \]

\[ b_i = \text{Firm } B\text{'s server closest to demand node } i \]

\[ d_{ib_i} = \text{distance from demand node } i \text{ to the closest } B \text{ server} \]

\[ N_i(b_i) = \{\forall j \in J, d_{ij} < d_{ib_i}\} \]

\[ O_i(b_i) = \{\forall j \in J, d_{ij} = d_{ib_i}\} \]

and variables are defined as follows:

\[ y_i^A = \begin{cases} 1, & \text{if Firm } A \text{ captures demand node } i \\ 0, & \text{otherwise} \end{cases} \]

\[ z_i = \begin{cases} 1, & \text{if demand node } i \text{ is divided between } A \text{ and } B \\ 0, & \text{otherwise} \end{cases} \]

\[ x_j^A = \begin{cases} 1, & \text{if firm } A \text{ locates a server at node } j \\ 0, & \text{otherwise} \end{cases} \]

The first set of constraints (1) depends on the set \( N_i(b_i) \), which is known a priori. Each one of the demand nodes \( i \) has an associated set \( N_i(b_i) \) which contains all the potential nodes of which Firm \( A \) can locate a server and capture
node $i$. Therefore, if one of the variables $x^A_i$ belonging to the corresponding constraint is equal to 1 (i.e., a facility is located within the capture area of node $i$), then capture variable $y^A_i$ is allowed to be 1, which indicates that node $i$ has been capture by Firm $A$. The second set of constraints is very similar, but this time the set $O_i$ is used. This set includes all nodes where, if Firm $A$ locates a server, she will divide the demand captured with her competitor ($z_i = 1$). The third group of constraints takes into account the three states that a node can have: either it is fully captured by Firm $A$ ($y^A_i = 1$ and therefore $z_i = 0$), or it is divided between both firms, ($z_i = 1$ and therefore $y^A_i = 0$), or it is lost to Firm $B$ ($y^A_i = 0$ and $z_i = 0$). Finally, the last constraint sets the number of servers that Firm $A$ is going to locate.

The objective defines the total capture that Firm $A$ can achieve with the siting of its $p$ servers. For each node, there is demand $a_i$ to be captured. If $y^A_i = 1$, then $a_i$ is added to the objective. On the other hand, if $z_i = 1$, then only $a_i/2$ is added to the objective, since the other half of the demand goes to Firm $B$.

The original MAXCAP problem considered that the demand at each node is fixed. If the demand depends on the distance to the server, then the MAXCAP problem can be reformulated using a $p$-median-like approach. Nevertheless, the number of variables and constraints significantly increases due to the use of affiliation variables $x_{ij}$, where $x_{ij} = 1$ if node $i$ is captured by a facility $j$ belonging to Firm $A$.

Even though the problem of market capture was shown to be NP-hard for a general network (see Hakimi (1983) on the $(r|X_p)$-Medianoid problem), ReVelle's mathematical formulation provided an optimal solution method to solve it. ReVelle used linear programming and branch and bound when necessary to solve the problem in a relatively small network (30 nodes). In most cases, the problem needed little or no branch and bound. This is probably due to the strong relationship between the MAXCAP problem and the maximal covering location problem (Church and ReVelle 1974). For large problems, the Algorithm for Market Capture (AMACA), a one-opt heuristic based on the well known Tietz and Bart method (1968) can be used.

The AMACA proceeds as follows: Given an initial location of the $p$ Firm
A servers and knowing the location of the competitors, the capture that Firm A achieves in the market can be obtained. Then, from a list of Firm A's servers, the first member of the list is picked and its location is moved to an empty node. The new capture can be computed and compared to the market capture achieved before the one-opt trade. If the objective has improved, the new set of locations is kept as the current solution. On the other hand, if the capture obtained before the trade is higher, this exchange is not considered. These one-opt trades are executed for all pairs of empty nodes and facilities. If at the end of all trades the objective has improved, then the procedure is repeated. The heuristic procedure ends whenever there is no improvement in the objective on completion of all exchanges possible. A more formal statement of the heuristic follows:

1. Locate \( p \) Firm A servers using any method.

2. Compute the capture obtained by Firm A.

3. Choose the first Firm A server of a list of its servers and trade its location to an empty node.

4. Compute the new market capture. If this the objective has improved, store the new locational solution. If not, restore the old solution.

5. Repeat steps 4 and 5 until all potential empty locations have been evaluated one at a time for each server.

6. If Firm A has improved its market share to a value greater than in step 2, go to step 3 and restart the procedure.

7. When no improvement is achieved on a complete set of one-at-a-time trades, stop.

The AMACA heuristic procedure is very efficient in terms of computing time but does not guarantee optimality. As it shall be seen later in this section, the AMACA procedure is very useful when the MAXCAP problem has to be solved repeatedly.
4 Extensions of the Maximum Capture Problem

The MAXCAP model is characterized by the following main assumptions:

1. all outlets have equal weights,
2. there is no reaction from the competitors to the entrance of new outlets,
3. there is no uncertainty in the parameters of the model.

The MAXCAP problem has been modified to relax these assumptions. In the following pages these relaxations will be examined.

Eiselt and Laporte (1989) modified the MAXCAP problem to include outlets that have different weights. Their model not only optimally locates an outlet in a competitive region, but also defines its optimal weight, which is loosely defined by the authors as a measure of "the size of the facility, its relative price advantage, the courteousness of its staff, etc." (p.434). Their approach derives from gravity models (Huff, 1964) and closest point models, also known as Voronoi diagrams (see Eiselt and Pederzoli, 1986) or Thiessen polygons. The problem was cast as a non-linear integer program where the objective was to maximize profits by the entering firm. One of the caveats of the formulation is that, even though from a mathematical standpoint the formulation can be adapted to the location of several new servers, the solution method proposed becomes computationally burdensome, since it is necessary to compute for each candidate node the profits that the firm would obtain.

The issue of different weights in the location of outlets in a competitive spatial market has also been examined by Serra et al. (1992). They consider that each firm has different servers organized in a hierarchical fashion. There is competition among outlets belonging to different firms in each level of the hierarchy. The servers are nested, in the sense that upper-level outlets also sell products offered in the lower-level ones. The sphere of influence that an outlet has also depends on its hierarchical position. The higher in the hierarchy, the larger the sphere of influence. These factors lead to the situation were there
is competition among all levels between each firm. A lower level outlet from Firm A may compete on the basis of distance for a given demand node with an upper level outlet from the competing firm that is be located further. Depending on the sphere of influence, an upper level outlet might capture a demand node even if it is located further from the demand node than a lower level outlet from the competing firm. The Maximum-Capture Hierarchical Location Problem is as follows: a Firm wants to enter a market with $p_k$ servers in each hierarchical level $k$. In the market there are competitor servers that are already located. The main objective is to maximize total market capture. The demand parameter associated with the demand node at each level is defined as potential sales in monetary terms, so the objective is stated as the maximization of total market sales. The model was cast as an integer linear program and was solved using linear programming together with branch and bound when needed. In the examples used, in most cases little or no branch and bound was necessary.

The MAXCAP problem has been modified to take into account the existence of uncertainty in some of the model parameters (Serra and ReVelle, 1994). There might be situations in which the demand or population at a node that the entering firm is setting out to capture is not a known quantity but can assume different values depending on community growth or economic vitality. Furthermore, different number and locations of competitor outlets might occur depending on market expansion and corporate strategies. In this sense, Serra and ReVelle tackle the problem using the classic scenario approach. That is, demands and/or competitor locations are different in each possible scenario. The entering firm can then use at least two different criteria to locate servers despite uncertainty about which scenario will actually occur. These criteria are:

1. To maximize the minimum capture over all scenarios (Maximin criterion)

2. To minimize the worst deviation from the maximum capture that could be obtained in a given scenario if this one would come true (Regret criterion), i.e., to minimize the maximum difference between what is achieved and what might have been achieved.
If the first objective is used, then it is necessary to obtain a set of locations that will give the largest minimum capture possible over all scenarios. It is possible to compute, for a given set of locations for firm A servers, the final capture $Z_k$ that the entering firm would achieve in each scenario $k$, since

$$m_k = \sum_{i \in I} a_{ik} y_{ik} + \sum_{i \in I} (a_{ik}/2) z_{ik},$$

where $a_{ik}$ is the demand in node $i$ for scenario $k$ and $y_{ik}$ and $z_{ik}$ are set to 1 if node $i$ is captured in scenario $k$. The model will maximize the capture in the scenario with the lowest $m_k$. Observe that each scenario will have different sets $N_i$ and $O_i$, since these sets depend on the location of the competitors. Therefore, there will be one for each scenario (new sets $N_{ik}$ and $O_{ik}$). This implies that there will be a constraint (4) and (5) for each demand node and each scenario. So the problem is formulated as follows:

$$\max Z = m$$

subject to:

$$\sum_{i \in I} a_{ik} y_{ik} + \sum_{i \in I} (a_{ik}/2) z_{ik} \geq m \quad \forall k = 1, \ldots, s \quad (5)$$

$$y_{ik} \leq \sum_{j \in N_{ik}} x_j \quad \forall i \in I, \forall k = 1, \ldots, s \quad (6)$$

$$z_{ik} \leq \sum_{j \in O_{ik}} x_j \quad \forall i \in I, \forall k = 1, \ldots, s \quad (7)$$

$$y_{ik} + z_{ik} \leq 1 \quad \forall i \in I, \forall k = 1, \ldots, s \quad (8)$$

$$\sum_{j \in J} x_j = p \quad (4)$$

$$y_{ik}, z_{ik}, x_j = (0,1) \quad \forall i \in I, \forall j \in J, \forall k = 1, \ldots, s$$

where $s$ is the total number of scenarios.

If the Regret objective is used, then the problem is rewritten as follows:
\[ \min Z = U \]

subject to:

\[ Z_k - \sum_{i \in I} a_{ik} y_{ik} + \sum_{i \in I} \left( \frac{a_{ik}}{2} \right) z_{ik} \leq U \quad \forall k = 1, \ldots, s \quad (9) \]

+ constraints (6) (7) (8) (4)

where parameter \( Z_k \) represents the maximum capture the the entering firm would obtain when optimally locating \( p \) servers in scenario \( k \), i.e., it is necessary to compute \( s \) MAXCAP problems, one for each scenario. The left hand side of constraint (9) calculates the deviation from optimality in each scenario given a set of Firm A locations. The objective will try to minimize the largest deviation from optimality.

Observe that if only demands differ in each scenario, then it is not necessary to re-define sets \( N_i \) and \( O_i \) and capturing variables \( y_i \) and \( z_i \). The new formulation is then obtained by adding only constraints (5) or (9) depending on the model to be solved (Maximin or Regret, respectively) and their corresponding objectives.

The use of linear programming relaxation and branch and bound when necessary could require large computer times if the functional form of constraints (5) or (9) does not favor 0,1 solutions. Serra and ReVelle proposed a heuristic algorithm based on the Teitz and Bart one-opt heuristic with two phases. In the first phase the MAXCAP problem is solved for each scenario individually and the solution of one of the scenarios is choosen as the initial solution depending on the objective used (Maximin or Regret). The second phase tries to improve the solution by relocating one facility at a time to an empty node as in the AMACA heuristic until no improvement is obtained. Both LP+BB and the heuristic were solved on Swain’s 55-node network.
The original MAXCAP problem considered that Firm A was new in the market, i.e., did not have any server already positioned. If Firm A is already operating in the market and wants to open new outlets, then it is necessary to exclude from the network those demand nodes that were already under the the area of influence of Firm A. But a better capture can be obtained by the expanding Firm A if some of the existing servers are allowed to relocate. The new problem can be stated as follows: suppose that Firm A has $p$ outlets in the spatial market and wants to relocate $r$ outlets ($r \leq p$) and to open $s$ new ones. Which outlets have to be relocated and where to locate them together with the new ones to maximize market capture? This problem - The Maximum Capture Problem with Relocation (MAXRELOC) - was studied by ReVelle and Serra (1991) and further reformulated by Serra et al. (1992). This new problem can be easily formulated by replacing in the MAXCAP model the constraint that fixes to $p$ the number of servers to locate (constraint 4) by the following ones:

$$\sum_{j \in J} x_j^A = p + s$$

$$\sum_{j \in J_A} x_j^A = p - r$$

where $J_A$ is the set of the existing $p$ Firm A locations.

The relocation of servers is an important component of competitive facility siting because the entrance of competitors after the initial siting of outlets causes a change in the marketing landscape. ReVelle and Serra (1991) used the MAXRELOC formulation to examine different sequential strategies that two firms (a duopoly) can use when competing for clients in a spatial market with several outlets each, based on the classic economic market games suggested by Cournot and Stackelberg. At each time interval, firms are allowed to relocate some of its servers to improve their positioning. The first strategy - the Cournot Strategy - is such that a firm will locate and relocate its servers by maximizing newly captured population, regardless of the location decisions of its competitors in the same time interval. That is, in each period, each firm used the MAXRELOC formulation to relocate some of its servers using the locations obtained by its competitor in the previous period.
The second strategy - the Stackelberg strategy - is based on the assumption that one firm (Firm A) acts as a leader and positions its servers using the known locations of its competitor, and Firm B, once Firm A has relocated its outlets, uses the MAXRELOC model to relocate its servers. Therefore, Firm B acts as a follower, and it has an advantage in its strategy since it knows where Firm A has relocated its servers. These two strategies were tested repeatedly on a 55-node network and no locational equilibrium was achieved, that is, no Nash equilibrium was obtained, where both firms are not able to improve their market share by relocating some servers.

A similar problem, the Pre-emptive Capture Problem (PRECAP), was studied by Serra and ReVelle (forthcoming). The PRECAP analyzes the situation of a spatial market where there are as yet no competitors. A firm (Firm A) wants to locate $p$ servers but knows that after their outlets' siting, one or several competitors will enter the market with several outlets too. The only information that Firm A has is that there will be $q$ competitor servers being located in the future (say Firm B again). Therefore, Firm A wishes to pre-empt Firm B in its bid to capture market share to the maximum extent possible. The notion of pre-emptive competition has been widely analyzed in the literature of industrial organization (see, for example, Gilbert 1986). Hakimi (1983) defined this problem as the $(r|p)$-centroid. Pre-emptive competition has also an equivalent concept in voting theory. A *Simpson point* (Simpson 1969) is such that the maximum number of users closer to another point is minimum. The main goal of Firm A is to find a set of pre-emptive locations, i.e., Simpson points, that will minimize the maximum possible future capture by Firm B.

It has to be noted that if both firms wish to locate the same number of servers, then Firm B will be always able to capture at least 50% of the market by locating on top of Firm A's servers. Therefore, the best strategy for Firm A would be to obtain a set of locations such that B would have no other option than locating its servers in such a manner. As Serra and ReVelle show, in the general case, Firm B will obtain more than 50% of the market. This conclusion follows the one of Wendell and McKelvey (1981) for the special case where there is only one server. The locations obtained by Firm B once it has entered the market can be considered as *plurality points*, as defined by Wendell and McKelvey (1981) or Condorcet points, in terms of voting theory,
with respect to Firm A locations. The equivalence of this type of points has
been proved by Hansen et al. (1986) for a general network.

The mathematical formulation of the PRECAP problem is exactly the
same as the one of the MAXCAP problem, except that constraints (1) and
(2) cannot be written in extensive form. The problem is that Firm A does
not know the future locations of its competitors and therefore the sets \( N_i(b_i) \)
and \( O_i(b_i) \) cannot be defined, since \( b_i \), the closest competitor to node \( i \), is
not known a priori, since the sets \( N_i(b_i) \) and \( O_i(b_i) \) contain all candidate
nodes that are closer to \( i \) and at the same distance from competitor outlet
\( b_i \) respectively, and since \( b_i \) is unknown, the members of the sets cannot be
written down.

In order to tackle the problem, Serra and ReVelle proposed a one opt
heuristic that was tested on a 55-node network. Briefly, the PRE-EMptive
capture heuristic ALgorithm (PREMAL) starts with the positioning of Firm
A's servers using any method (for example, p-median or covering approaches).
Then, the MAXCAP problem is used to find Firm B locations. Now, the
market shares of Firm A and Firm B are known. Once the initial locations
for both competitors are obtained, Firm A moves one of its outlets to an
empty node. Again, the MAXCAP problem is solved to obtain Firm B's
response. If Firm A's market share improves after the one-opt trade, then it
will keep its new outlets' locations as the current solution. Otherwise, Firm
A will ignore the relocation and restore the previous solution. The procedure
is repeated for all nodes and servers until no improvement is achieved on a
complete set of one-at-a-time trades.

This procedure could become computationally burdensome if linear pro-
gramming relaxation supplemented by branch and bound is used to solve
the MAXCAP problem, since a MAXCAP problem has to be solved at each
one-opt trade. If large problems were to be solved using the PREMAL algo-
rithm, solutions to the MAXCAP problem can be obtained using the AMACA
heuristic. As Serra and ReVelle show in the computational experience of the
PRECAP problem, the use of the AMACA heuristic for Firm B yield solu-
tions for Firm A which allowed for Firm B to do slightly better than if the
LP version of the MAXCAP problem were solved.
5 Extensions of the Pre-emptive Capture Problem

The Pre-emptive Capture Problem assumes that Firm A does not know the future locations of its competitors, but does know with certainty the number of competitor servers that will enter in the spatial market. In this section the PRECAP model is modified to relax this last assumption. A new formulation is presented, together with a heuristic solution method and an example.

Now the final capture of Firm A depends not only on the location of Firm B's outlets, but also on the number of servers it throws into the competition. An objective that Firm A might consider is to minimize the average maximum capture that Firm B can achieve. In this case, the problem can be formulated as follows:

$$\max Z^A = \min \sum_{k=1}^{q} \frac{1}{k} \left( \sum_{i=1}^{n} a_i y_{ik}^B + \sum_{i=1}^{n} \frac{a_i}{2} z_{ik} \right)$$

subject to:

$$y_{ik}^B \leq \sum_{j \in N_i} x_{jk}^B \quad \forall i \in I, k = 1, \ldots, q \quad (10)$$

$$z_{ik} \leq \sum_{j \in O_i} x_{jk}^B \quad \forall i \in I, k = 1, \ldots, q \quad (11)$$

$$y_{ik}^B + z_{ik} \leq 1 \quad \forall i \in I, k = 1, \ldots, q \quad (12)$$

$$\sum_{j=1}^{n} x_{jk}^B = k \quad \forall i \in I, k = 1, \ldots, q \quad (13)$$

$$y_{ik}^B, z_{ik}, x_{jk}^B = (0,1) \quad \forall i \in I, \forall j \in J, k = 1, \ldots, q$$
where additional notation is:

\[ k = \text{index of the number of servers that Firm B can locate} \]
\[ q = \text{maximum number of competitor servers} \]
\[ b_i^A = \text{closest Firm A's server to node i} \]
\[ d_{ik}^A = \text{distance from node i to Firm A's closest server} \]
\[ N_i = \{\forall j \in J, d_{ij} < d_{ik}^A\} \]
\[ O_i = \{\forall j \in J, d_{ij} = d_{ik}^A\} \]
\[ y_{ik}^B = \begin{cases} 1, & \text{if Firm B captures i when locating k servers} \\ 0, & \text{otherwise} \end{cases} \]
\[ z_{ik} = \begin{cases} 1, & \text{if node i's capture is divided between A and B when B locates k servers} \\ 0, & \text{otherwise} \end{cases} \]
\[ x_{jk}^B = \begin{cases} 1, & \text{if Firm B locates a server at j when locating k servers} \\ 0, & \text{otherwise} \end{cases} \]

The problem has been formulated with respect to the location of Firm B's servers. Since locations and final capture for both Firms depend on the k servers that Firm B might locate, it has been necessary to redefine both the capture variables and location variables of the model. Otherwise, the formulation is very similar to the Pre-emptive Location Problem. Observe that the capture that Firm B will obtain if locating k servers is

\[ Z_k^B = \left( \sum_{i=1}^n a_i y_{ik}^B + \sum_{i=1}^n a_i z_{ik} \right). \]

Therefore, if \( Z_k^B \) is divided by k, then the capture per server is obtained. Total average capture is obtained by adding the average capture for \( k = 1, \ldots, q \). The objective of Firm A is to locate first its services so as to minimize the total average capture that Firm B can achieve afterwards. If Firm A knows the probability \( \alpha_k \) associated with the location of k servers by Firm B, then the objective can be modified by replacing \( \frac{1}{k} \) by \( \alpha_k \). In this case, Firm A is minimizing the expected maximum capture. If \( (1/k) \) is used the implied assumption is that the number of servers Firm B sites are equally likely. If \( q \) is now the maximum number of servers that Firm B might locate, it follows that \( \sum_{k=1}^q \alpha_k = 1 \).

As in the Pre-emptive Capture Problem, this model cannot be solved optimally since the locations of Firm A servers are not known and therefore
constraint sets (10) and (11) cannot be written in extensive form. A modified PREMAL heuristic can be used to tackle the problem. The first step is to locate the $p$ Firm A servers using any method. Then the MAXCAP problem is used $q$ times to locate $1, 2, \ldots, k, \ldots, q$ Firm B servers. Now the initial objective can be computed. In the second phase, Firm A will try to improve the solution by relocating its servers using a one-opt procedure. At each iteration, Firm A will relocate one of its servers and then, as in the initial phase, use the MAXCAP problem $q$ times to see the average market capture that B can obtain when locating $1, \ldots, k, \ldots, q$ servers and then compute the objective. If the relocation has provided a set of positions that is better than before the one-opt trade, it will keep the new set of locations as best so far. Otherwise, Firm A will ignore the relocation and will restore the previous solution. The one-opt trade will be done for all nodes and Firm A servers. If, after a complete set of one opt-trades, Firm A has improved its objective, then the procedure is restarted. When no improvement is achieved, the procedure stops and final locations are obtained. As in the PREMAL procedure, the MAXCAP problem can be solved using integer programming or the AMACA heuristic procedure, depending on the computing time and storage available. Of course, multiple starting solutions for the Firm A servers could be used. A more formal statement of the heuristic follows:


2. Locate 1 to $q$ Firm B servers using the MAXCAP Problem.

3. Compute the average market share per server for each number of servers located by firm B. Sum them. This is our initial solution.

4. Trade the location of one of the $p$ servers of Firm A.

5. Locate 1 to $q$ Firm B servers using the MAXCAP Problem.

6. Compute the average market share per server for each number of servers located by firm B and add them. If the objective is smaller that before, store the new locations of Firm A's servers. If not, restore old locations.

7. Repeat steps 4 to 6 until all of Firm A's $p$ facilities and nodes have been traded.
8. If Firm A has reduced the objective in steps 4 to 6, go to step 4 and restart the procedure. When no improvement is achieved on a complete set of one-at-a-time trades, stop.

This new heuristic has been tested on Swain's 55-node network (1974, see appendix) using both the AMACA procedure and linear programming and branch and bound when necessary (LP+B&B), to solve the MAXCAP subproblems (heuristic 1 and heuristic 2, respectively). Firm A wishes to locate 5 servers and knows that Firm B is considering to locate after A's initial move from 1 to 9 outlets. In the first phase of the solution method, Firm A's initial locations were found randomly and the MAXCAP problem was solved using both approaches. Results are presented in Table 1. Only two locations, nodes 4 and 13, are obtained in both solutions.

<table>
<thead>
<tr>
<th>Table 1: Initial locations and final results for Firm A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Locations</td>
</tr>
<tr>
<td>Final Locations</td>
</tr>
<tr>
<td>Heuristic 1</td>
</tr>
<tr>
<td>Heuristic 2</td>
</tr>
</tbody>
</table>

Table 2 presents the initial and final market captures for Firm B using both heuristics if finally locating $k$ servers after Firm A's entrance in the market with $p$ servers. For example, if the decision of Firm B were initially to locate 5 servers, then it would obtain 79.7% of the market. After the second phase of the heuristic, the one-opt relocation of Firm A's servers, Firm A's final sites would reduce Firm B's market capture to 50.7% if the AMACA procedure were used and to 53.9% if LP+BB were used. It was expected that Firm B would obtain better results using LP+BB since at each time that Firm A would relocate one of its servers, the MAXCAP problem for Firm B would be optimally solved. Nevertheless, the heuristic procedure proposed significantly improves the market capture that Firm A can achieve. Multiple starting positions might correct this anomaly. Finally, initial and final locations for Firm B are presented in Table 3.
As was expected, the heuristic that used the AMACA procedure (Heuristic 1) needed much less CPU time than the heuristic that used LP+BB to solve the MAXCAP problems (see Table 1).
Table 2: Market capture results for Firm B

<table>
<thead>
<tr>
<th># of servers</th>
<th>Initial Locations</th>
<th>Final Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capture</td>
<td>Heuristic 1</td>
</tr>
<tr>
<td>1</td>
<td>1941.0</td>
<td>51.8%</td>
</tr>
<tr>
<td>2</td>
<td>2400.0</td>
<td>64.0%</td>
</tr>
<tr>
<td>3</td>
<td>2615.0</td>
<td>69.7%</td>
</tr>
<tr>
<td>4</td>
<td>2818.5</td>
<td>75.2%</td>
</tr>
<tr>
<td>5</td>
<td>2988.5</td>
<td>79.7%</td>
</tr>
<tr>
<td>6</td>
<td>3066.5</td>
<td>81.8%</td>
</tr>
<tr>
<td>7</td>
<td>3126.5</td>
<td>83.4%</td>
</tr>
<tr>
<td>8</td>
<td>3179.0</td>
<td>84.8%</td>
</tr>
<tr>
<td>9</td>
<td>3223.0</td>
<td>85.9%</td>
</tr>
</tbody>
</table>

Table 3: Locations for Firm B

<table>
<thead>
<tr>
<th>Initial Locations</th>
<th>Final Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of servers</td>
<td>Heuristic 1</td>
</tr>
<tr>
<td>1</td>
<td>2 2 2 2 2 9 5 5</td>
</tr>
<tr>
<td>2</td>
<td>41 17 11 11 9 9 13 9</td>
</tr>
<tr>
<td>3</td>
<td>41 17 13 13 17 13 13</td>
</tr>
<tr>
<td>4</td>
<td>41 17 16 31 17 17</td>
</tr>
<tr>
<td>5</td>
<td>49 29 32 31 27 27</td>
</tr>
<tr>
<td>6</td>
<td>49 42 32 32 31 31</td>
</tr>
<tr>
<td>7</td>
<td>49 42 32 32 31 31</td>
</tr>
<tr>
<td>8</td>
<td>49 42 32 32 31 31</td>
</tr>
<tr>
<td>9</td>
<td>49 42 32 32 31 31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final Locations</th>
<th>Number of servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic 2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>30 22 1 1 13 5 5 5 5</td>
</tr>
<tr>
<td>2</td>
<td>42 22 16 16 8 8 8 8 8</td>
</tr>
<tr>
<td>3</td>
<td>41 29 25 25 16 16 16 9 9</td>
</tr>
<tr>
<td>4</td>
<td>41 29 29 25 17 17 13 13 13</td>
</tr>
<tr>
<td>5</td>
<td>42 37 29 25 16 16 16 16 16</td>
</tr>
<tr>
<td>6</td>
<td>42 37 31 31 17 17 17 17 17</td>
</tr>
<tr>
<td>7</td>
<td>42 37 31 31 17 17 17 17 17</td>
</tr>
<tr>
<td>8</td>
<td>42 37 31 31 17 17 17 17 17</td>
</tr>
<tr>
<td>9</td>
<td>42 37 31 31 17 17 17 17 17</td>
</tr>
</tbody>
</table>
6 Conclusions

We began in this chapter with an overview of the different approaches that have been proposed to analyse locational strategies in a competitive setting. Special focus was on those models where both the demand and the potential locations for servers are discrete. We then reviewed the Maximum Capture problem, a model that has been developed and adapted for different situations -where there is uncertainty in model parameters, where reactions from competitors to the entering firm might occur, and where outlets might have different areas of influence. Finally, a new model was proposed to tackle the Pre-Emptive Capture problem (a variant of the MAXCAP problem) in which there is little information available to the entering firm about the number and locations of future entrants in the spatial market. A heuristic method was proposed and tested on Swain’s 55-node network. This network has been the basis for testing most of the models based on the MAXCAP problem, and the heuristics developed are based on the Teitz and Bart one-opt heuristic.

A common characteristic of all MAXCAP-based model is that the entering firm knows exactly the number of servers that it is going to locate. On the other hand, there is no consideration of opening costs that might differ substantially depending on the location chosen. If $c_j$ is defined as the opening cost at node $j$, then the total opening cost is equal to $\sum_{j \in J} c_j x_j$. In order to obtain a trade-off between total capture and total costs, costs can be included as a second objective which is to be minimized. Then constraint (4), which sets the number of servers to locate, is eliminated. For the bi-objective problem, the weighting method or the constraint method can be used to obtain the trade-off curve between the two objectives. (Cohon 1978).

The bi-objective problem can be transformed into a single objective formulation if $a_i$ is defined as potential sales if node $i$ is captured. Then the problem is similar to the maximization of profits, even though no account is taken of variable costs, which might depend on the size of the area served (the area of influence) by each outlet. This situation can be overcome by defining $a_i$ equal to (unit price) less (unit variable costs) times (number of potential units sold). The new objective would be defined as follows:
\[
\max \pi = \sum_{i \in I} a_i y_i + \sum_{i \in I} \frac{a_i}{2} z_i - \sum_{j \in J} c_j x_j
\]

These modifications would make it difficult to use any of the one-opt heuristics since to apply them it is necessary to know the number of outlets that the firm wishes to locate. On the other hand, if the opening cost of the outlet depends on the size of the market it will serve, the the problems would need to be reformulated using a P-median like approach, as proposed by ReVelle in the original MAXCAP problem.

Finally, it would be interesting to modify the MAXCAP problem to account for the location of production plants, where decisions on prices and production levels are also relevant.

We conclude by recalling the theoretical richness of the concept of Hotelling's ice cream vendors on a linear beach. We can observe that the wealth of opportunities that this original problem provided is now being paralleled by a large variety of problems based on the concept of competitive location on a network.
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Appendix: 55-node Network demands and coordinates

<table>
<thead>
<tr>
<th>node</th>
<th>pop</th>
<th>coord</th>
<th>node</th>
<th>pop</th>
<th>coord</th>
<th>node</th>
<th>pop</th>
<th>coord</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>y</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>1</td>
<td>120</td>
<td>32</td>
<td>20</td>
<td>77</td>
<td>25</td>
<td>14</td>
<td>39</td>
<td>47</td>
</tr>
<tr>
<td>2</td>
<td>114</td>
<td>29</td>
<td>21</td>
<td>76</td>
<td>29</td>
<td>12</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>110</td>
<td>27</td>
<td>22</td>
<td>74</td>
<td>24</td>
<td>18</td>
<td>41</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>108</td>
<td>29</td>
<td>23</td>
<td>72</td>
<td>17</td>
<td>42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>5</td>
<td>105</td>
<td>32</td>
<td>24</td>
<td>70</td>
<td>6</td>
<td>26</td>
<td>43</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>103</td>
<td>26</td>
<td>25</td>
<td>69</td>
<td>19</td>
<td>21</td>
<td>44</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>24</td>
<td>26</td>
<td>69</td>
<td>10</td>
<td>32</td>
<td>45</td>
<td>39</td>
</tr>
<tr>
<td>8</td>
<td>94</td>
<td>30</td>
<td>27</td>
<td>64</td>
<td>34</td>
<td>56</td>
<td>46</td>
<td>37</td>
</tr>
<tr>
<td>9</td>
<td>91</td>
<td>29</td>
<td>28</td>
<td>63</td>
<td>12</td>
<td>47</td>
<td>47</td>
<td>35</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>29</td>
<td>29</td>
<td>62</td>
<td>19</td>
<td>38</td>
<td>48</td>
<td>34</td>
</tr>
<tr>
<td>11</td>
<td>88</td>
<td>33</td>
<td>30</td>
<td>61</td>
<td>27</td>
<td>41</td>
<td>49</td>
<td>33</td>
</tr>
<tr>
<td>12</td>
<td>87</td>
<td>17</td>
<td>31</td>
<td>60</td>
<td>21</td>
<td>35</td>
<td>50</td>
<td>33</td>
</tr>
<tr>
<td>13</td>
<td>87</td>
<td>34</td>
<td>32</td>
<td>58</td>
<td>32</td>
<td>45</td>
<td>51</td>
<td>32</td>
</tr>
<tr>
<td>14</td>
<td>85</td>
<td>25</td>
<td>33</td>
<td>57</td>
<td>27</td>
<td>45</td>
<td>52</td>
<td>26</td>
</tr>
<tr>
<td>15</td>
<td>83</td>
<td>21</td>
<td>34</td>
<td>55</td>
<td>32</td>
<td>38</td>
<td>53</td>
<td>25</td>
</tr>
<tr>
<td>16</td>
<td>82</td>
<td>30</td>
<td>35</td>
<td>54</td>
<td>8</td>
<td>22</td>
<td>54</td>
<td>24</td>
</tr>
<tr>
<td>17</td>
<td>80</td>
<td>19</td>
<td>36</td>
<td>53</td>
<td>15</td>
<td>25</td>
<td>55</td>
<td>21</td>
</tr>
<tr>
<td>18</td>
<td>79</td>
<td>17</td>
<td>37</td>
<td>51</td>
<td>35</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>79</td>
<td>22</td>
<td>38</td>
<td>49</td>
<td>36</td>
<td>47</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Swain's 55-node network
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