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Abstract

We design and study an OLG experimental economy where the government finances a fixed real deficit through seignorage. In this economy there is a continuum of non-stationary rational expectations equilibria and two stationary rational expectations equilibria. In our experiments, we do not observe non-stationary rational expectations paths. We observe paths that tend to converge close to, or somewhat below, the Low Inflation Stationary State (Low ISS). We compare our results with those produced by optimizing agents who use adaptive learning algorithms. The adaptive-learning hypothesis is consistent with our data in selecting the Low-SS rational-expectations equilibrium as a long-run stationary equilibrium. Nevertheless, simple adaptive-learning models do not capture the market uncertainty or the biases observed in the data.
1 Introduction

Equilibrium models help us understand economic environments and provide a framework for the design of economic policies. In this sense, economic models are specially useful when they yield unique policy prescriptions for specified policy goals. Unfortunately, many competitive models have multiple equilibria, and different equilibria often prescribe different policies for the same goal. Uncertainty about which of the multiple equilibria—if any—the economy may be at, forces theorists to be cautious in their policy recommendations. The pressing need for decisions may induce economic policy makers to discard such caution and to act as if economic theory yielded a unique policy prescription.

Price stabilisation policies in economies that experience high government deficits and inflation often present such a problem. Deficit reduction is the "classical" policy recommendation to stabilize prices in such economies. In contrast, the rational expectations version of Cagan's (1956) model of hyperinflation shows that the set of equilibria in such economies may be very large (i.e., a continuum); a Laffer-type curve causes two stationary equilibrium inflation rates to exist. An increase in deficit causes the lower stationary inflation rate to rise while the higher stationary inflation rate falls. And while the low-inflation stationary state equilibrium is consistent with the "classical" policy prescription the high-inflation stationary equilibrium is not (see, for example, Sargent and Wallace (1987)). The "classical" policy recommendation would be defensible if we knew that the low inflation stationary state is most frequently observed of all the theoretically possible equilibria; or, even better, if we knew that it is most frequently observed because it has some robustness property that the other equilibria do not share. Unfortu-
nately, the empirical evidence is not available, but, in spite of this, many policy-makers adhere to the “classical” prescription (see, for example, Bruno (1989)).

Determining which equilibria are more often observed in historical economies is a difficult endeavour. Ex post realizations of aggregate economic series can be consistent with many different equilibrium paths depending on the underlying parameters of the economy. These parameters are only known with uncertainty. Furthermore, if we allow for the possibility that the data may deviate from equilibrium paths, we might not even be able to distinguish between equilibrium and non-equilibrium paths. On the other hand, the results of deliberate policy experiments—such as reducing the deficit in order to lower inflation—can be more conclusive, since different equilibria might have different comparative dynamics. Unfortunately, the political and economic consequences of such experiments, and their high social cost, render them infeasible.

A possible—and less costly—way to generate the relevant data is to study the empirical relevance of multiplicity problems in an economic laboratory. The experimenter is free to select the parameters of the economy, and can therefore identify its equilibria. This knowledge enables the experimenter to determine which, if any, of the equilibrium (or non-equilibrium) paths is observed.

In this paper, we study an experimental version of Cagan’s (1965) model of hyperinflation. More specifically, we use the overlapping generations structure described in Sargent and Wallace’s (1987). This economy has one non-storable good, fiat money as the only financial asset, and a government that finances a fixed real deficit collecting seigniorage. The structure of the economy and the level of deficit are assumed to be common knowledge, and agents
are assumed to observe current and past prices. Leaving aside the possibility of sunspot equilibria, this economy has two stationary equilibria and a continuum of non-stationary rational expectations equilibria. The low inflation stationary state (Low ISS) is also called the "classical" stationary equilibrium since it matches the conventional wisdom that stationary inflation decreases when the level of monetized deficit is reduced.

It is important to notice that even if there is a continuum of first-period prices, for which the rational expectations equilibrium paths have a long-run High ISS, this does not mean that the economy is more likely to be in a High ISS in the long-run. Equilibrium theory has no implications about the distribution of equilibria. It only states that any particular equilibrium, such as the Low ISS, requires a high degree of coordination between the agents' beliefs about the future evolution of prices and of other relevant variables. Rational expectations equilibrium theory is also silent about the behavior of the agents when they observe non-equilibrium price sequences.

The existence of multiple equilibria means that there are many—possibly an uncountable many—agents' beliefs that can be mutually consistent. To reduce this set of mutually consistent beliefs, specific assumptions about the ways in which agents form and coordinate their beliefs must be imposed. More precisely, when maximizing agents use specific forecasting rules, their behavior is well defined for any observed path and the set of "stable" equilibria can become fairly small, or even unique point, making the long-run behavior of the economy determinable.

This brings the issue of selecting among different equilibria into the broader perspective of the issue of how agents learn to form expectations and learn to coordinate them. There is an extensive literature in which maximizing agents explicitly form their beliefs and coordinate them by learning
from past experience (see, for example, Bray (1982, 1982), Blume and Easley (1982), Marcel and Sargent (1989a, 1989b)). Some authors have postulated the "stability of learning rules" as a selection procedure in models with multiple equilibria (see, for example, Evans (1983, 1988), Fudenberg and Kreps (1988) and Marimon and McGrattan (1992)). However, little is known about the ways in which people learn in competitive environments. Lucas (1987), for instance, suggested that experimental data can identify whether agents behave according to the rational expectations hypothesis or according to some form of adaptive learning—such as the least-squares learning postulated by Bray (1982) and by Marcel and Sargent (1989). With such learning rules, the rational expectations hypothesis is usually satisfied in the long run. In addition, it is possible to use stability theory to show that, for a large class of adaptive learning rules (which includes least-squares learning, and the adaptive rules postulated by Friedman (1957) and Cagan (1956)) and for a large set of initial inflation rates, the rate of inflation converges to the low ISS (see, Marcel and Sargent (1989b)). One can also use stability theory to show that, for certain learning rules, even the Low ISS may be locally unstable (see, Grandmont and Laroque (1989)). Our experimental data suggest that this type of stability analysis might be the missing piece in equilibrium models with indeterminacy problems. Using these data we can determine whether or not inflation paths tend to cluster in a neighborhood of the Low ISS, and we can also analyze the agents' forecasting rules to find out how the agents' behavior enforces the stability properties of the Low ISS.

This same problem of how to make predictions in models with multiple equilibria also arises in game theoretical models. Simultaneous with our experimental work with overlapping generations economies there has been some interesting experimental work on subject behavior in coordina-
tion games, that has been directed to the study of equilibrium outcomes in repeated normal form games when the one-stage game has multiple Pareto-ranked equilibria (see, for example, Van Huyck, Battalio and Beil (1990) and Cooper, DeJong, Forsythe and Ross (1990)). These authors suggest that, while all equilibrium outcomes are not equally likely to occur in their experimental setting, Pareto dominance is not necessarily the best criterion for equilibrium selection. Ex-post it has been shown that their experimental results can be explained better by studying the stability properties of adaptive evolutionary learning rules (see, Crawford (1991), Marimon and McGrattan (1992); Kardori, Mailath and Rob (1991) and Young (1991)).

Our results with OLG economies resemble the game-experimental findings in highlighting the usefulness of adaptive learning as a selection criterion when there are multiple equilibria. Both sets of experiments strengthen the view that economic agents are more prompt to follow inductive reasoning based on common observed data rather than deductive reasoning based on future expectations. In spite of these similarities, an important difference should also be noted. Coordination-game experiments study the "selection" of equilibria in one-stage games. The experiments are dynamic, but there is no explicit dynamic theory to be tested. Either there are strategic interactions among a fixed finite set of players, in which case the set of equilibria of the repeated games is too large (the so called Folk Theorem), or individual agents' actions have no effect - or it is not explicitly recognized - on the future evolution of the game, in which case the main candidates for equilibrium processes are the repeated play of equilibria of the one-stage game. In contrast, in this paper, we study a simple dynamic model in which rational expectations dynamics and adaptive learning dynamics can be unambiguously set apart and tested.
To study an infinite-horizon dynamic model in an experimental environment we have had to develop a new experimental methodology (partially introduced by Lim, Prescott and Sunder (1986)). These innovations require certain departures from the theoretical model under study and the possible impact of such departures must be taken into account. We discuss our experimental design in Section 3, but there are three experimental innovations that deserve to be mentioned here. First, we have a fixed number of subjects in any given experimental session. A subset that is randomly selected enters the market in each period and remains in the market for two consecutive periods. In other words, our subjects live several "lives" over the many periods of a particular economy. Assets cannot be carried from one "life" to the next but memory and experience obviously are. This is more like an OLG model in which parents are not allowed to bequeath assets to their children, but may pass on their experience. Second, to be able to end the laboratory economy in a finite number of periods, without eliminating the indeterminacy problem of the model under study, we introduce a forecasting contest. Each subject, who is not currently in the market, submits a price forecast for the current period. The winner (the one with the smallest ex post forecast error) receives a previously specified prize (in dollars). This prediction game has no other repercussions through the economy. After gathering price predictions at the beginning of a not- previously announced period, the experimenter states that the economy has reached its end and the mean predicted price is used to convert the monetary assets held by subjects into real assets. Third, the market institution to set prices and quantities is a supply game in which subjects entering the market submit supply schedules (points linearly interpolated by the computer) conditional on foreseen future prices, but not on foreseen future inflation rates.
These experimental features introduce elements of uncertainty and of strategic behavior that are not present in the simple deterministic OLG model used as a benchmark. We argue that these departures do not distort the main features of the model. In particular, in Section 3 we show the equivalence between the rational expectations equilibrium set and the Nash equilibrium set of the anonymous game of our experimental design. We also show that if repeat entry of the same individuals into the economy generates strategic opportunities, such opportunities are also present in the OLG game where there is no rebirth. Given that our game is played by a small number of players, we also use our data to study whether subjects behave as competitive agents. We do not detect evidence of strategic behavior. Finally, although we design our experiments according to a deterministic model, market uncertainty is clearly present in our experimental economies. This may help explain the bias towards higher-than-competitive cash balances observed in our data.

The rest of the paper is organized as follows. In Section 2 we describe the competitive deterministic model. In Section 3 we discuss the experimental implementation of the model. In Section 4 we present our data on inflation paths for nine experimental economies. We present data on agents' forecasts in Section 5. In Section 6 we compare our data against benchmark adaptive learning rules. Finally, we conclude the paper in Section 7.

2 Indeterminacy and Hyperinflation in an OLG Economy

The overlapping generations structure is as follows. Each generation has n agents and each agent in generations born after period zero lives for two
periods. An agent \( i \) of generation \( t, t \geq 1 \) has a two-period endowment of a unique perishable good \((\omega^0_t, \omega^0_{t+1}) = (\omega^1, \omega^2)\), \( \omega^1 > \omega^2 > 0 \), and his preferences over consumption are represented by \( u(c^1_t, c^2_t) = \ln(c^1_t) + \beta_t \ln(c^2_t) \)
where the superscript denotes the period in the agent’s life. An agent \( i \) of the initial generation that exits in Period 1 only lives for one period, and is endowed with \( \omega^0_0 = \omega^0 \) of the consumption good. He also has an endowment of fiat money of \( h_0 \) and his preferences are represented by \( U(c_0) = \ln(c_0) \).

Given a sequence of consumption good prices \( \{p_t\}_{t \geq 0} \), an agent \( i \) of generation \( t, t \geq 1 \), solves the problem,

\[
\begin{align*}
\max & \quad \ln c^1_t + \beta_t \ln c^2_t \\
\text{s.t.} & \quad p_t(\omega^1 - \omega^2) + p_{t+1}(\omega^2 - \omega^3) \leq 0.
\end{align*}
\]

Let \( \pi_{t+1} = p_{t+1}/p_t \), and \( \pi^*_t = E_{t-1} \pi_{t+1} \) (i.e., expectation at the beginning of period \( t \) about the rate of inflation between periods \( t \) and \( t+1 \)). If \( \omega^1 - \omega^2 \) is large enough, the agent’s supply in the first period of his life is

\[
s_t = (\beta_t \omega^1 - \pi^*_t \omega^2)/(1 + \beta_t).
\]

The per capita aggregate supply is

\[
s_t = \alpha \omega^1 - \pi^*_t \gamma \omega^2
\]

(1)

where

\[
\alpha = \frac{1}{n} \sum_{i=1}^n (\beta_i/(1 + \beta_i)), \text{ and } \gamma = \frac{1}{n} \sum_{i=1}^n (1 + \beta_i)^{-1}.
\]

Let \( h_t \) be the per capita money supply in period \( t \). The government finances a constant level of deficit \( d \) through seigniorage, and, therefore, the supply of money follows the process

\[
h_t = h_{t-1} + p_t d,
\]
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or \( m_t = m_{t-1}/\pi_t + \delta_t \)  \( (2) \)

where \( m_t = h_t/p_t \) is the per capita money supply in real terms. The equilibrium condition is

\[ m_t = s_t \]  \( (3) \)

Equations (1)-(3) define the equilibrium restrictions of the model. They can be integrated into the equilibrium map

\[ T(\pi_{t+1}, \pi_t, \pi_t) = 0, \text{ i.e.,} \]

\[ \pi_{t+1} - c - \frac{b}{\pi_t} = 0. \]  \( (4b) \)

where \( b = \frac{m_{t+1}}{\pi_t} \) and \( c = \frac{\delta_t}{\pi_t} \). Stationary solutions satisfy \( T(\pi, \pi, \pi) = 0 \) and if \((c + 1)^2 > 4b\), there are two stationary solutions \((\pi^L, \pi^U)\). Given that, for \( \pi^U \neq \pi^L \), \( \partial_{\pi} T(\cdot) = (\pi^U - b)/((\pi^U)^2) \neq 0 \), by the Implicit Function Theorem we have

\[ \pi_t - \phi(\pi_{t+1}, \pi_t) = 0, \text{ where} \]

\[ \phi(\pi_{t+1}, \pi_t) = \frac{b - \pi^U_t}{c - \pi_{t+1}^U}. \]  \( (5b) \)

Equation (5) describes the equilibrium dynamics of the economy; actual inflation as a function of expected inflation for the current and the following period. We can close the equilibrium condition by postulating the rational expectations hypothesis. That is

\[ \pi_t = \pi_t^e \]  \( (6) \)

then rational expectations equilibrium paths, for \( \pi_t \in (0, b) \), are given by the difference equation

\[ \pi_{t+1} = R(\pi_t), \text{ i.e.,} \]

\[ \pi_{t+1} = (c + 1) - \frac{b}{\pi_t}. \]  \( (7b) \)
If $\pi_t \in (\pi_l, \pi^H)$, then the nonstationary equilibrium path $\{\pi_t\}_{t=0}^\infty$ satisfies $\pi_t \to \pi^H$ exponentially. Figure 1 shows the $R(\cdot)$ map and an arbitrary nonstationary equilibrium path.

As can be seen from (7), the two steady state rates of inflation move in opposite directions when a parameter such as the real deficit $d$ is changed. The low inflation steady state, $\pi^L$, (known as classical) decreases with a decrease in deficit. On the contrary, such a decrease raises the level of inflation at the high inflation steady state, $\pi^H$.

3 The OLG Experimental Environment

Thirteen experimental economies, numbered chronologically for reference in this paper, have been conducted in seven sessions. A fixed number of subjects ($N$) participate in each session. Subjects know the approximate duration of the session but not of a particular economy. For each period of an economy, agents are assigned specific roles: $n$ subjects act as young consumers, $n$ as old consumers, and the remaining ($N - 2n > n$) wait as interested onlookers in the market. At the beginning of each period $n$ of the $(N - 2n)$ players who are outside in the previous period are randomly selected to enter the market. Each player is informed whether he/she enters the market or stays out. Once an agent enters as a young consumer, he/she stays the next period as an old consumer and must spend the following period outside the market.

Consumers receive a higher endowment of chips ($\omega$ units) when young and they may offer to sell some or all of these chips to the old consumers. To
do this they must submit a supply schedule consisting of a reservation price for each integer quantity \(i, i = 0, 1, \ldots, \omega^1\). A continuous supply schedule is computed by linear interpolation. Once the market clearing price is determined, they automatically sell the quantity defined by their continuous supply. Young consumers carry the francs (label for units of Fiat money in laboratory) they receive in exchange for the chips they sell to their old age in the next period.

Old consumers add to their endowment of chips \(\omega^2 < (\omega^1)\) by simply offering all their franc holdings in exchange for more chips. The number of chips held at the end of the young period, \(c^1\), and at the end of the old period, \(c^2\), a constant and known conversion rate \(k\), and the individual discount rate \(\beta\), determine the dollar amount \(k \cdot [\log c^1 + \beta \log c^2]\) earned by the subject when he/she leaves the market at the end of the old period. This dollar amount is accumulated and the total is paid to subjects at the end of the experiment.

When subjects re-enter the market as young in a subsequent generation they cannot use dollars from this account; they re-enter as new subjects. The total number of subjects (\(N\)) is chosen to be sufficiently large (\(N > 3n\)) to ensure that each subject sits out for a random number of periods (\(\geq 1\)) between leaving and re-entering the economy. In economies with heterogeneous agents in each generation, they know in advance all the \(n\) possible values \(\beta_j\) may take; when a subject enters the economy as a young agent, he or she is randomly assigned one of these values so the realized distribution of \(\beta\) is every generation is identical. Each subject sees the specific value of \(\beta\) assigned to him or her on the screen. In economies with homogeneous agents, \(\beta\) remains fixed at 1 for all.

It is common knowledge that the experimenter buys \(d\) chips every period
at the market clearing price and that, therefore, the amount of money (francs) in circulation grows. The market clearing price is computed and announced each period. The past history of prices is displayed on the computer screen.

Table 1 shows some important features of the thirteen overlapping generations economies conducted in seven separate sessions and highlights some of the important features of these economies. Gross inflation rates, per capita sale of chips and dollar earnings predicted by the Low ISS and High ISS equilibria, and by constant consumption behavior of agents are shown in Table 2. Further details about the design and rationale of these economies are discussed in the next section along with the results. Summary of procedures and a sample set of instructions for subjects for one of the economies (Economy 3) is enclosed as an Appendix to this paper. Instructions used in all other economies were variations on this basic form. Complete details are available from the authors on request.

[Insert Tables 1 and 2]

3.1 The Terminal Condition

The OLG model has an infinite horizon and, in a strict sense, cannot be cast in an experimental environment. The experimenter’s choice of a form to end the economy may affect the set of equilibria. We use a procedure introduced by Lim, Prescott and Sunder (1986) to end each economy. During the experiment, players outside the market play a forecasting game: At the beginning of each period, they are asked to forecast the equilibrium price for the period; the player(s) whose prediction turns out to be the best ex-post receive(s) a prize (in dollars) that is added to their dollar accounts. This forecasting game has no direct effect on the evolution of the market. The
winning forecast is announced and displayed on all computer screens at the end of each period.

Without any previous announcement, and after forecasts for the period \((T+1)\) have been submitted, the experimenter declares that the period just ended \((T)\) is the last period of the economy. It is then that the forecasting game plays a role. Money (franc) holdings of agents who entered the economy in period \(T\) are converted into chips using the average of predicted market prices for period \(T+1\) by outside-market participants. This procedure for ending the game is announced and explained to subjects at the outset as part of the instructions.

3.2 The OLG—Forecasting Game

Since this forecasting game is not a feature of the OLG economy, one may ask if its use in laboratory introduces an important distortion of the OLG model. In this section, we show the equivalence between the standard OLG model and the anonymous game played between agents of different generations and an outside group of forecasters.

The set of players in this game consists of \(n\) players per generation \(t, t \geq 1\) plus a group of \(m\) infinitely lived players who play the forecasting game. We shall show that the results are not affected if we considered a sequence of short-lived forecasters instead. In period \(t\) there is a probability \(p_t\) that the economy will be terminated and the above mentioned terminal conditions will be applied. Let \(\Phi^t\) be the set of all possible publicly-observed histories up to period \(t\). Observed histories include the initial money supply and the realized sequence of prices. A strategy for agent \(i\) of generation \(t\) is a map \(s_{i,t} : \Phi^t \rightarrow \mathbb{R}\) defining his/her savings. A strategy for the \(j\) the forecaster
is a sequence of price forecasts \( \{ f_{jt} \}_{j=1}^{\infty} \), where \( f_{jt} : \Theta^j \times R^j_+ \mapsto R_+ \). Let \( \sigma \) denote a joint pure strategy profile, the payoff for a player \( i \) of generation \( t \) is given by:
\[
U_i(\sigma) = k \cdot E[n(\omega^3 - s_{i,t}) + \ln(\omega^3 + s_{i,t}/s_{i,t+1})];
\]
notice that for simplicity we assume \( \beta_i = 1 \). Let \( x_{jt} \) be the prize-payoff to forecaster \( j \) at \( i \). That is, \( x_{jt} = z \cdot w_j \) if \( j \) wins the forecasting contest and has to split the dollar prize \( z \cdot w_j \) among \( w_j \) winners, and \( x_{jt} = 0 \) otherwise. Then, \( U_j(\sigma) = \sum_{t=0}^{\infty} (\prod_{j=0}^{t-1} (1 - \rho_j)) x_{jt} \). In addition, the money is created and introduced into the game as in the OLG economy. It is assumed that the game is competitive in the sense that individual deviations do not affect price expectations or average forecasts (i.e., \( n \) and \( m \) are large enough). This ends the description of the game and we can now describe its equilibria. Let \( g_{t+1}(\sigma) \) denote the inflation rate expected by a player \( i \) of generation \( t \) when \( \sigma = (s_{i,t}, \sigma_{-i}) \) is being played and the market remains open, and \( f_{t+1}(\sigma) \) the corresponding average forecast price. Let \( q_{i,t+1} = \frac{f_{t+1}}{p^t_i} \), where \( p_i^t \) is the expected price at the beginning of period \( t \) by \( i \) when \( \sigma \) is being played. Then, for \( \omega^1 >> \omega^2 > 0 \), \( s_{i,t} \) is the best response by player \( i \) of generation \( t \) to \( \sigma \), if and only if:
\[
q_{i,t+1} = \frac{1}{2} \omega^1 - (\rho_i q_{i,t+1} + (1 - \rho_i)(s_{i,t+1}) \omega^2) \quad (1')
\]
The forecaster has to find the forecast that maximizes his expected payoff. All forecasters have reason to choose a symmetric strategy profile \( \{ f_{jt} \}_{j=1}^{\infty} \), then, for all \( t \), \( f_{jt+1} \equiv f_{t+1} = f_{j,t+1} \). That is, at the termination date they all share the prize. Now suppose \( (1 - \rho_t) \cdot m \mapsto \rho_t \cdot z \), then given \( \sigma = (s_{i,t}, f_{t+1}, \sigma_{-i}) \) and the observed history \( \theta^t = (h_{-1}, p_0, h_0, \ldots, p_{t-1}, h_{t-1}) \), the \( t^{th} \) period price is uniquely determined by \( p_t = h_{t-1} / (s_i - d) \). Therefore, the best forecast for player \( f \) at the beginning of period \( t \) and the best prediction for a player
\((i, t)\) in his entry period is

\[ f_M = \frac{\mu_{t-1}}{s_t - d} \]  \hspace{1cm} (8)

Since all forecasters share the same public information and have identical preferences, \(f_t = f_M\). Note that without the above restriction on prizes, any strategy for \(t\) that has all forecasters submitting the same forecast is a best response at \(t\). Similarly, taking the strategies \(s_{t+1}\) as given and \(\phi'\),

\[ p_{t+1} = \frac{h_{t+1} \cdot \Sigma \phi'}{s_{t+1} - d} \]  \hspace{1cm} (9)

From these price equations we obtain,

\[ \tau_{t+1} = \frac{s_t}{s_{t+1} - d}. \]

It follows that when player \((i, t)\) takes the per capita supplies \(s_t\) and \(s_{t+1}\) as part of the strategy profile \(\sigma\) being played, his beliefs about the next period's inflation rate are uniquely defined \((q_{t+1}(\sigma) = \tau_{t+1}\)). The best response of \((i, t)\) takes the simple form \(B_{(i,t)}(\sigma|\phi') = B_{(i,t)}(s_t, s_{t+1}, f_{t+1}|h_{t-1})\).

Furthermore, since the optimal forecasts imply \(q_{t+1} = \tau_{t+1}\) we have that \((\rho \tau_{t+1} + (1 - \rho)q_{t+1}) = \tau_{t+1}\). In other words, the rational expectations hypothesis (6) is satisfied and the Nash equilibrium inflation paths are described by (7); including the terminal inflation rate. It should be noted that the best response of the forecasters also takes a simple form: \(B_{(i,t)}(\sigma|\phi') = B_{(i,t)}(s_t|h_{t-1})\).

We have shown that the Nash (and Sequential) equilibrium paths are REE paths. To show the converse result it is enough to expand the sequence of actions \(\{s_{t+1}\}\) to strategies of the OLG-Forecasting game. The sequence \(\{s_t\}\) together with \(h_{t-1}\) defines an equilibrium sequence of money supplies \(\{h_t\}\). Using the above simplified form of the best response functions, the strategies for all players are uniquely defined, and by the above argument these strategies are equilibrium strategies of the OLG-Forecasting game. This completes the proof of the following proposition.
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Proposition 1. Assume \((1 - \rho_1) \cdot m > \rho_1\) for all \(t\). Then \(\{s_t\}_{t=0}^{\infty}, \{h_t\}_{t=-1}^{\infty}, \{p_t\}_{t=0}^{\infty}\) is a Rational Expectations Equilibrium of the OLG economy iff \(\{s_t\}_{t=0}^{\infty}, \{f_{t+1} = p_t\}_{t=0}^{\infty}\) is a Nash (and Sequential) equilibrium of the OLG-Forecasting game with initial condition \(h_{-1}\).

We still have a gap between the above OLG-Forecasting game and the game played in our experimental environment. However, this gap is small and can be covered. First, the above analysis can be extended to the case where actions of the young agents consist of supply schedules (as a function of the current period price) instead of quantities supplied. This follows from the fact that the price for the current period, \(p_t\), is implicitly computed in determining the best response \(s_{t+1} = H_{t+1}(s_t, s_{t+1'}, h_{t+1})\). Second, even if we do not use an explicit random device to determine the terminal period, it would appear to the participants that such a mechanism (with a time dependent \(p\)) is in effect. (Ex-post, it is not clear that the implicit \(p_t\) always satisfies the restriction on prices).\(^{4}\)

Two more features of the experiment deserve comment. One is the effect of having a small number of subjects who go through many "lives" during the course of an economy, and become forecasting players when they are not "alive". The second is the introduction of market uncertainty due to the fact that there are only a few participants in each generation, and they can make mistakes in computing their optimal supplies.

3.3 The "Repeated Game" that Subjects Play

For individual subjects to be reborn in the economy is, apparently, an important distortion of the OLG environment since it opens up the possibility that subjects take into account the future strategic effect of their current
actions (as they might do in any repeated game). In order to behave strategically, it is necessary that individual subjects be able to affect the publicly observed outcomes such as prices; otherwise in the anonymous competitive game there is no room for strategic considerations (in the game theoretical language, there is an anti-folk theorem). If individual subjects can influence prices because of small generation size, then we have a larger set of equilibria. However, this is also true of the game in which subjects enter the economy only once. To see this, consider an OLG economy with homogeneous patient agents. Let \( \hat{s} \) be the savings level of a two-period lived agent that maximizes constant consumption. That is, \( \hat{s} = (1/2)(\omega^1 + \omega^3 - d) \) and let \( s^k \) be the competitive savings when the inflation rate is \( \pi^k \) the Low ISS. The constant consumption path is Pareto optimal, but it is not competitive since at \( \pi^* = \hat{s}/(\hat{s} - d) \) individual agents have an incentive to deviate by reducing their supply. Now, consider the following strategies: \( s_{t,t} = \hat{s} \) if either \( t = 0 \) or the past history of prices is consistent with the constant per capita supply \( \hat{s} \) (which is uniquely defined by (8) and (9)), otherwise \( s_{t,t} = s^k \). The following result is proved in Appendix I:

**Lemma 1.** Let \( \beta_t = 1 \) for all \( t \). The maximal constant consumption path is a sub-game perfect equilibrium of the OLG game without "rebirth", provided that changes in individual saving decisions are reflected in changes in prices.

In summary, we should be alert to the strategic possibilities open to our subjects. However, as the above result shows, our laboratory implementation may depart from the OLG model mainly due to imperfection of competition, not due to the repeated entry of the same subjects into the economy. Of course, to reach some equilibrium, such as the maximal constant consumption, subjects will have to understand the game and learn to coordinate.
their strategies; their repeat experience in, and continuous observation of
the economy may promote such a tendency. Our computerized laboratory
prevents forms of communication that can help to coordinate strategies and
our procedures for forming generations preclude persistence of cohorts. The
existence of strategic behavior, however, is an empirical issue. We deal with
it in Subsection 4.1.

3.4 A Stochastic Environment for a Deterministic Model

The model described in Section 2 is deterministic and we follow it closely in
designing our experiment. Nevertheless, since we do not (and cannot) im-
pose perfect foresight or perfect rationality on subjects’ decisions, and since
the number of subjects is small (i.e., individual mistakes can not be smoothed
out by the law of large numbers), randomness appears naturally in our ex-
perimental data. The qualitative features of the model described in Section
2 are robust to the existence of a small amount of randomness, and the equi-
librium realizations of the stochastic model are in close neighborhoods of the
deterministic equilibria. However, it is important to remark that if agents of
generation $t$ face a random inflation rate $\pi_{t+1}$, then their optimal supply, $\dd$, is
higher than the supply for the deterministic inflation rate $E_{t-1}\pi_{t+1}$. This
is due to risk-aversion and the introduction of a precautionary motive for
holding the only existing asset. In summary, since our subjects not only
predict future prices but also make savings decisions, we can expect a bias
toward higher cash balances relative to a forecasting model in which agents
made point-forecasts only and their optimal savings were determined by these
forecasts.)
4 Inflationary Patterns in Experimental OLG Economies

According to the theoretical model described in Section 2, nonstationary rational expectations paths with an initial inflation above the Low ISS (\(\pi^L\)) converge in the long-run, to the High ISS (\(\pi^H\)). The initial price and inflation are endogenous to our experimental economies. Do we observe inflation paths that tend to cluster around the High ISS? In Figure 2 we have summarized the data from all nine experimental economies in which the level of real deficit was held constant. It provides a striking negative answer to this question.

[Insert Figure 2]

Figure 3 shows the evolution of inflation rates and real balances for three representative Economies (4A, 4B, and 7C). Figure 3 also shows, as reference benchmarks, the two paths corresponding to the high and low inflation stationary equilibria, and a path consistent with REE law of motion from the observed initial price. This REE path can only be taken as a reference theoretical path, it has explanatory power. As Figure 2 shows, the absence of paths converging to the High ISS is a general characteristic of our experimental economies.

[Insert Figure 3]

One might argue that it is difficult for agents to predict inflation rates in a range that they have not previously experienced, or that the initial inflation rates are close enough to the Low ISS and agents follow an approximately stationary REE path. We designed several experiments to test these potential explanations. For example, Economy 7C was conducted immediately following Economies 7A and 7B in the same session. In Economies 7A and
7B, agents were subjected to inflation rate near and above the High ISS of Economy 7C, even if they started with inflation rates below Low ISS. We also designed Economy 4 in an attempt to generate initial conditions favorable to the High ISS. Even though its subjects experienced many periods of net inflation rates near or above 200 percent per period in Economies 7A and 7B, Economy 7C does not settle down in the vicinity of High ISS, as can be seen from Figure 3.

4.1 The Bias Toward Constant Consumption

In some economies with homogeneous patient agents (i.e., payoffs without time discount of the form: \( \log c^t + \log c^r \); we detected a bias toward a steady-state inflation rate below the Low ISS. This bias is most pronounced in Economy 2, shown in Figure 4, is the one with the most explicit bias. The “constant consumption” inflation rate seems to explain the data better than either of the two stationary equilibria. As we have seen in Subsection 3.3, this constant consumption path can be achieved as a sub-game perfect equilibrium of the OLG game. Should we reject the null-hypothesis that our subjects behaved competitively?

[Insert Figures 4]

In Figure 4c, we include the theoretical earnings of an agent who uses ordinary least squares on observed prices to predict future inflation and submits competitive supplies. (We show in Section 5 that these forecasts approximate the actual forecasts submitted by the agents.) Figure 4c shows that the marginal earnings from using competitive supplies are small. We design several experiments to explore the sources of this bias. In the first step, we
design and conduct Economies 4 and 5 with heterogeneous agents (with respect to discount rate $\beta$) in which constant consumption is no longer a Pareto optimal outcome. In the second step, we conduct economies (6B, 6C, and 7C) in which subjects had prior experience with “target rate” economies. In target rate economies (6A and 7A), real deficit level was adaptively changed to target a fixed rate of inflation (see footnote 6 above). These “target rate” economies allowed subjects to gain experience in submitting competitive supplies.

The general result is that, with experience, subjects learn to behave more competitively, and the constant consumption bias tends to disappear (see Figures 5 and 6). This finding is reinforced by the supplies submitted by agents in their young period. These supplies (see Figure 7 for three examples) show that even in economies with a clear bias toward constant consumption, (such as Economy 2) agents did not try to achieve this level of consumption by submitting very inelastic supplies (submitting inelastic supplies is an easy way to influence prices in the OLG game). They also show how more experienced subjects (such as those in Economy 7C) learn to submit competitive supplies. Table 1 summarizes the prior experience of our subjects in each economy.

[Insert Figures 5, 6 and 7]

Experience with a competitive environment and different rates of inflation may enable subjects to capture the marginal gain that accrues to those who behave competitively. Some form of experience and adaptive or evolutionary learning (in addition to the uncertainty effect discussed in Subsection 3.4) may explain the oversupply bias. For example, in Economy 6B with heterogeneous agents, one observes oversupply on average. However, individual
supplies exhibit a larger deviation from competitive levels when the discount factor (\(\lambda\)) is low. A lower discount factor also means a lower dollar reward. This means that subjects tend to behave more competitively when incentives to do so are greater. They behave as if, remembering from their past high \(\alpha\) "lives" that high supplies (that were approximately competitive in those cases) were associated with high payoffs, they tend to oversupply even when their \(\lambda\) is low.

5 Forecasting and Competitive Behavior in an Experimental Environment

The competitive supply schedule is a function of the expected rate of inflation, \(\pi_{t-1}\). In our experimental environment, at the beginning of their entry period, subjects submit a supply schedule (several points of their supplies) in terms of the expected price for the period, \(\pi_t\). By submitting a supply schedule instead of a quantity, \(s_t\), subjects can partially insure themselves against price fluctuations. Nevertheless, price forecasting is a basic component in their decision process.

We do not collect direct information on expected prices from agents in the market. With the prediction game, however, we have information from agents outside the market. Since the same subjects randomly enter and exit the market and observe all data, it is reasonable to assume that the predictions of the insiders are well represented by the predictions of the outsiders.

Our subjects learned rapidly to make accurate price predictions. Figures 8a and 8b show the evolution of prices (in natural logarithms) and predicted prices for two representative economies. They also show the price predictions that would be obtained by using ordinary least squares on past (levels of)
prices.

[Insert Figure 8]

We can calculate predicted inflation rates implied by predicted prices (expected inflation = (expected price)/(observed price), i.e., \( \pi_{t+1}^* = \frac{P_{t+1}}{P_t} \)). We asked subjects to predict prices, not inflation rates, and we cannot rule out the possibility that the forecasts of inflation implicit in price predictions could be different from directly solicited predictions of inflation.9

The magnitude of inflation prediction errors (Figures 8c and 8d) in these economies is not negligible, although in economies with a longer and more stationary inflationary process (e.g., Economy 3), prediction errors tend to dampen. We test these predictions to determine if they make efficient use of the available information; in particular, whether the prediction errors are orthogonal to past information.10 We regress prediction errors \( (\pi_{t+1}^* - \pi_{t+1}) \) on lagged inflation rates and \( \pi_t, \pi_{t-1} \); there was no gain in explanatory power from using more lags.

Table 3 reports the results for five economies. With the exception of Economy 5B, prediction errors are not orthogonal to information available to traders; they show a positive dependence on past inflation rates. That is, predictions of subjects tend to "overshoot" at high inflation rates. However, Figures 8c, 8d and Table 3 suggest that our subjects are not the only ones to err; their prediction errors are hardly distinguishable from the prediction errors generated by ordinary least squares on past price levels. We return to this point in the next section.

[Insert Table 3]

Since price predictions define the terminal condition it is important to check whether they might have had some "real" effect. Figure 9 reports the
cross-sectional summary statistics for errors in the first 15 and the last 15 periods of the nine economies. In the last period, the standard deviation of the average prediction error is small, and the magnitude of error in the last period follows the trend from the preceding periods. Our procedure for terminating the economies does not seem to have any real effect on the market, in the sense that it does not create any perturbation in the agents’ behavior toward the end of these economies. This is consistent with our analysis of the OLG-Forecasting game in Subsection 3.3. Recall that subjects do not learn that period T is the last period until after the outsiders have submitted their forecasts for period (T+1).

[Insert Figure 9]

Figure 9 shows that our subjects’ predictions were close to the predictions of an econometrician who uses least squares predictors from observed data. Figures 10a and 10c compare realized mean predictions with least squares predictions from observed data for Economies 2 and 5B. Figures 10b and 10d compare the realized volume of trade with the theoretical volume of trade that would have been achieved if the agents had performed least squares on observed data and submitted competitive supplies for the deterministic model.

Figure 11 makes the same comparisons for Economies 4 and 6B and 6C where savings were closer to the prediction of the deterministic model. In particular, Economy 6B & C show how fairly experienced subjects learned not only to forecast but also to behave competitively.

[Insert Figures 10 and 11]
6 Adaptive Learning and Equilibrium Selection

In the last section, we have seen that the accuracy and biases of inflation rates (prices) predicted by subjects are comparable to those achieved by an econometrician using ordinary least squares. OLS is a particular adaptive rule, in this section we study a more general class of learning rules, we estimate the forecasting rules of our experimental subjects and we analyze the local stability properties of the estimated models.

Alternative forecasting rules differ in their functional form and/or the variable being forecasted. Expected inflation is the relevant variable that determines competitive supplies, therefore price forecasts must be translated into inflation forecasts[11] \( \pi_{t+1}^*, \pi_{t+1} = \frac{p_{t+1}^*}{p_t} \). In our experimental environment, however, subjects submit supply schedules and their competitive supplies take the contingent form,

\[
s(p_t) = \omega^1 - \frac{\gamma}{p_t} \quad (\text{iv})
\]

For this reason, most of the forecasting rules that we estimate take \( \pi_{t+1}^* = \frac{p_{t+1}^*}{p_t} \) as the forecasted variable. Following a long tradition of adaptive forecasting models (Friedman, Cagan, et al.), we can consider rules of the form,

\[
\pi_{t+1} = \pi_{t-1}^* + \alpha(\pi_{t-1} - \pi_{t-1}^*) \quad (10)
\]

The second-order forecasting scheme (10) is the standard adaptive model where future expectations are equal past expectations corrected by a fraction of the forecast error (it is assumed that \( \alpha \in (0, 1) \)). It differs from the more standard first-order scheme (where \( t-1 \) is replaced by \( t \)) because \( \pi_t \) is unknown when \( \pi_{t+1} \) is forecasted. But this process of recursive updating of
forecasts can also be realized with a modified first-order scheme of the form

$$\pi_{t+1}^* = \pi_t^* + \alpha(\pi_{t-1} - \pi_t^*).$$  \hfill (11)

As in the first-order scheme, (11) defines a distributed lag process

$$\pi_{t+1}^* = \sum_{m=0}^{\infty} \alpha(1 - \alpha)^m \pi_{t-m}.$$  

The stability of the inflation process depends on the interaction between the equilibrium map $\phi(\cdot, \cdot)$ of equation (5) and the forecasting map used by agents. For example, if agents use (11) as their forecasting rule, then expected inflations follow the difference equation,

$$\pi_{t+1}^* = \pi_t^* + \alpha(\pi_t^*, \pi_{t-1}^*) - \pi_t^*.$$  \hfill (12)

The local stability of a stationary equilibrium depends on whether the process $\pi_t = \phi(\pi_{t-1}, \pi_{t-2})$ is asymptotically stable around the steady state and whether this stability property is reinforced by local stability of the forecasting rule. Linearizing (5) around the steady state $\bar{\pi}$ we obtain the characteristic equation

$$z^2 - \phi_1 \cdot z - \phi_2 = 0,$$  \hfill (13)

where $\phi_1 = \frac{(c-\bar{\pi})}{\bar{\pi}}$ and $\phi_2 = -\frac{(c-\bar{\pi})}{\bar{\pi}}$. In our economies $\phi_1 < 1$ at $\bar{\pi} = \bar{\pi}$ and (12) has two complex roots of modulus less than one. Now, if (11) describes the forecasting rule of the agents, the local behavior of (12) around the steady state is characterized by the roots, $(\lambda_1, \lambda_2)$ of

$$z^2 - ((1 - \alpha) + \alpha \phi_1) \cdot z - \alpha \phi_2 = 0,$$  \hfill (14)

That is, $(\lambda_1 + \lambda_2) = ((1 - \alpha) + \alpha \phi_1)$ and $(\lambda_1 \lambda_2) = -\alpha \phi_2$. Since $\phi_1 \in (0, 1)$ (or for low enough values of $\alpha$ when $\phi_1 > 1$) and $\alpha \in (-1, 0)$ it follows that
both roots have modulus less than one. The same is true for the second-order forecasting scheme. However, for an arbitrary forecasting rule (or if \( \alpha \) is unrestricted) the resulting process may be locally unstable. As Grandmont and Laroque (1990) have shown, if agents' forecasting rules are sensitive enough to variations in inflation rates then local perturbations around the steady state generate local instability.

A similar forecasting rule can be derived when agents follow the myopic belief that the inflation rate is constant at \( \beta \), (i.e., \( \pi_{t+1}^e = \pi_t^e = \beta \)). In this case, the "true" inflation rate is given by

\[
S(\beta) = \phi(\beta, \beta).
\]

If agents use least squares forecasting rules (on inflation rates) to forecast their -believed to be constant- inflation rate \( \beta \), then their recursive updating of \( \beta \) takes the form

\[
\pi_{t+1}^e = \pi_t^e + \alpha_t(S(\pi_t^e) - \pi_t^e). \tag{15}
\]

with \( \alpha_t \) converging to zero at the rate of \( 1/t \). Since at \( \pi^e, S' < 1 \) local stability is guaranteed by the assumptions of the model. Marci and Sargent (1989b) postulate an "expected constant inflation" and least squares forecasting on prices. This case is also of the same form, although \( \alpha_t \) converges to a nonzero constant (in \((0,1)\)). It should be noted, however, that the model is deterministic and the use of least squares estimates is appropriate only as long as the market uncertainty discussed in Section 3 persists.

Now we use the data from our experimental economies to estimate forecasting rules and analyze the corresponding local stability of the resulting law of motion. In our estimations, we use as the expected price variable, to compute \( \pi_{t+1}^e \), the mean prediction of the forecasters. In this sense, we are looking at the forecasting rule of a representative agent who is always present in the
economy. Unfortunately, our data is not complete enough as to identify all the individual forecasts. Our time series are relatively short and estimations of finite linear forecasting rules \((r_{t+1} = \beta_0 + \beta_1 r_{t-1} + \ldots + \beta_n r_{t-n})\) give poor results. A better fit is obtained by estimating modified versions of a version of Cagan's model. Table IV summarizes some of these results. The economies seem to be divided into two groups. For Economies 2, 3 and 6B, Equation \(\{a\}\), a version of equation \((11)\), is the best fit. For Economies 1, 4A, 5B and 7C, however, a second-order schemes (Equations \(\{c\}\) and \(\{d\}\)) provides a better estimate. In particular, when we impose the coefficient restriction implied by \((10)\) (Equation \(\{e\}\)). We also estimate if our subjects where using Least Squares learning rules (on prices) as the discussion of Section 5 suggested. In Table V we report the results of regressing the mean forecasted inflation \((t.e., E_{t+1}^{\pi^*})\) on predicted inflation according to least squares estimate. Only for Economies 2, 4A and 6C we improve our previous estimates.

We can then use our estimated forecasting rules to analyze the local stability around the Low IS. As we have already said, local stability is guaranteed when it is assumed that agents believe inflation to be constant and update their estimates using least squares. Similarly, local stability is guaranteed when the coefficients are restricted as in rules \((10)\) and \((11)\) \((t.e., \alpha \in (0,1))\). For unrestricted values of the parameters, however, local stability is not guaranteed. For example, we can construct confidence intervals using our -unrestricted- estimates. That is, for a given estimated equation we can find the largest confidence interval for which all the roots of the corresponding characteristic equation are in the unit interval \((e.g., the roots of equation \((12)\) for estimation \(\{a\}\), then for higher significance levels the local unstability hypothesis can not be rejected. Table VI shows the results of this test for our economies. As expected, at a high enough significance level, local unstability
can not be rejected. Furthermore, in general, the stability confidence interval shrinks when more -possibly insignificant- lags are added in the estimation (e.g., for estimation {b}).

In summary, while our data is consistent with -broadly defined- adaptive forecasting rules, it can not discriminate between alternative formulations. While our best estimates result in different forecasting rules for different economies there is nothing intrinsically different about these economies that may explain subtle differences on learning behavior. Even if most of the estimated forecasting models are locally stable, the local instability analyzed by Grandmont and Laroque (1990) can not be rejected at sufficiently high significance level (or for alternative forecasting rules).

7 Conclusion

This paper summarizes the results of a relatively large number of experiments. Our approach and our data bears on five related issues (see also, Marinon and Sunder (1990) and Marinon, Spear and Sunder (1992)).

First, it provides data on how agents learn to form beliefs and to coordinate them in a dynamic competitive environment. More specifically, our data supports the hypothesis that agents behave adaptively, but does discriminate in favour of any specific learning rule.

Second, addresses the problem of multiplicity or indeterminacy of equilibria. For example, we do not observe nonstationary paths converging toward the High ISS in our laboratory economies. Our data suggest that the indeterminacy problem encountered in rational expectations equilibrium models may not be such an acute problem in historical economies.

The observed clustering of data around the Low ISS is consistent with
imposing adaptive learning as a behavioral assumption. One could argue that the results might have been different if the agents had been more sophisticated. However, Calvo (1988) has shown that the aggregate dynamics of an economy can be determined by a small group of adaptive learners, even when a large fraction of the agents behave according to the rational expectation hypothesis and they also know that a small group of agents acts adaptively. The known presence of a small group of adaptive learners is sufficient to coordinate the beliefs of all the other agents. In other words, we should expect the same type of results when experiments include subjects who are knowledgeable about the model.

Third, since our subjects had to make savings decisions, in addition to forecasting future prices, our data reflect the market uncertainty and the difficulties of learning to make optimal decisions in a way that is not captured by standard forecasting models, such as point-forecasting models that postulate automatic optimal decisions. Our data suggest a need for learning models that capture the complexity of the decision process.

Fourth, methodologically this paper closes the gap between the dynamic structure of the OLG model and the more limited horizon of the experimental environment. It has repeatedly been shown in prior experimental work that markets with a relatively small number of agents often exhibit competitive conditions. Through analysis of the OLG-Forecasting game, and through data, we have shown that our experimental construct is a good proxy for the OLG model. Nevertheless, the performance of an experimental design is an empirical issue. Our data support the chosen design as a starting point for the development of experimental macroeconomics.

Fifth, we have used the hyperinflation model with a constant deficit as a particular policy regime. Whether an economy with inflationary pressures
is more likely to be around the Low ISS or the High ISS is of more than academic interest. Low or High are not mere quantitative statements; only the Low ISS is consistent with the classical prescription that it is possible to reduce the inflation level by reducing the seigniorage. Our data supports the classical prescription. (In Marimon and Sunder (1991) we explore other policy regimes).
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**APPENDIX 1**

**Proof of Lemma 1:** If \( d = 0 \), the result is obvious because the competitive allocation is the maximal constant consumption allocation. Assume \( d > 0 \). We only need to show that for any generation a deviation from the constant consumption strategy is prevented by the reaction of the next generation. Let

\[
\begin{align*}
  f(s; \pi) &= -(\omega^3 - s)^{-1} + (\omega^3 \pi + s)^{-1} \\
  h(s; n) &= -(\omega^3 - s)^{-1} + (\omega^3 \pi(s; n) + s)^{-1} \cdot p(s; n),
\end{align*}
\]

where

\[
\pi(s; n) = \frac{\left(\frac{n}{n-1}\right) \delta + \frac{1}{n} s}{\delta^L - d}
\]

and

\[
p(s; n) = \frac{(n-1)\delta}{(n-1)\delta + s}.
\]

The first order condition when an agent behaves competitively is \( f(s, \pi) = 0 \), for example, \( f(s^L, \pi^L) = 0 \), and the first order condition when an agent behaves strategically, given the specified strategies, is \( h(s; n) = 0 \). Fix \( n \) and let \( \hat{s} \) satisfy \( h(\hat{s}; n) = 0 \). The proof reduces to showing that there exists a \( \hat{s} < s^L \) such that, for all \( s \geq \hat{s} \), \( h(s; n) < f(s, \pi^L) \). Then, since by concavity of \( u(\cdot, \cdot) \), \( f(\cdot, \pi) < 0 \) and \( h(\cdot; n) < 0 \), it follows that \( \hat{s} < s^L \), \( h(s; n) < f(s^L, \pi^L) = 0 \), and \( 0 = h(\hat{s}; n) < f(\hat{s}, \pi^L) \). These facts imply that \( u(\hat{\pi}^L, \hat{c}^L) < u(c^L(\pi^L), c^L(\pi^L)) < u(\hat{c}, \hat{c}) \), where \( \hat{c} \) is the consumption derived from \( \hat{s} \) and \( \pi(\hat{s}) \), \( c(\hat{s}) \) is the Low ISS consumption, and \( \hat{c} \) is the maximal constant consumption.

Now, \( h(s; n) = f(s, \pi^L) \) if \( (\omega^3 \pi(s; n) + s)/p(s; n) > \omega^3 \pi^L + s \).

\[
\frac{\omega^3 \pi(s; n) + s}{p(s; n)} = \omega^3 \cdot \frac{\left(\frac{n}{n-1}\delta + \frac{1}{n} s\right)}{\delta^L - d} + \omega^2 \cdot \frac{(s)^2}{n(n-1)\delta(s^L - d)} + s + \frac{(s)^2}{(n-1)\delta} + \omega^3 \cdot \frac{s^L}{\delta^L - d}
\]
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It follows that if \( s \geq \hat{s} = \max\{0, \frac{7}{3}s^{\frac{2}{3}} - (n - 1)\hat{s}\} \), then \( \lambda(s; n) < f(s, n^{\frac{2}{3}}) \).

Note that, since \( \hat{s} > s^{\frac{2}{3}}, s^{\frac{2}{3}} < \hat{s} \). Q.E.D.
APPENDIX II

Instructions

This is an experiment in decision-making. Various research foundations have provided funds for this research. The instructions are simple; if you follow them carefully, you might earn a considerable amount of money which will be paid to you in cash.

We shall operate a market in which you may buy and sell chips in a sequence of market periods.

The type of currency used in this market is francs. The only use of this currency is to buy and sell chips. The money you take home with you is in US dollars. The procedures for determining the number of dollars you take home with you is explained later in these instructions.

You will participate in the market for two consecutive periods at a time: your entry period and your exit period. Different individuals may have different entry and exit periods. You may be asked to enter and exit more than once.

At the beginning of your entry period, you will be given 7 chips. You may sell some of the chips to others in exchange for francs. The number of units you sell is determined by the prices at which you express your willingness to sell various number of units, and by the prevailing price of chips during that period. The number of chips "consume" at the end of this period will be 7 minus the number you sell. The francs you receive from selling any of your chips will be carried over into your exit period.

In your exit period, you will be given 1 chip. In addition, you can use the francs carried over from your entry period to buy more chips. The number of units you can buy is determined by the prevailing market price of chips.
in that period and the number of francs that you hold at the beginning of your exit period. Francs have no use for you after you exit. They can not be traded outside the market or saved for some future use. Thus the number of chips you "consume" in your exit period is 1 plus the number of chips your francs will buy.

The number of dollars you earn at the end of your exit period is determined by the following formula:

\[
\text{Earnings} = \max\{0, \frac{2.50 \times \log((c_1 \times c_2)/(w_1 \times w_2))}{w_1 \times w_2}\}
\]

where

- \(w_1\) = the number of chips you are given in entry period,
- \(w_2\) = the number of chips you are given in the exit period,
- \(c_1\) = the number of chips you "consume" \((w_1 - \text{what you sell})\) in your entry period, and
- \(c_2\) = the number of chips you "consume" \((w_2 + \text{what you buy})\) in your exit period.

The earnings formula makes sure that your earnings will not be negative. All chips are forfeited at the end of each period.

For some of you the first period of the market will be an exit period. You will receive the exit period endowment of 1 chip plus \(F\) francs. Your computer will automatically use all your francs to purchase chips. If for example, the price of a chip in this first period is 2,078 francs per chip, then you will purchase \((F/2078)\) chips and "consume" \((1 + F/2078)\) chips. Your dollar earnings for this period will be determined by the following formula:
$1.25 \times \log \left(\frac{\text{...}}{2078+1}\right)$

The experimenter also buys $D$ chips each period by issuing the necessary number of francs.

In every period, the market price is determined by the “willingness” of entry participants to sell, the number of francs in the hands of the exit participants (their ability to buy) and the experimenter’s demand for chips. The central computer calculates this price and displays it on your screen.

If a given period is not your entry or your exit period, then you are “outside” the market in that period. In such periods you are asked to predict the market price for that period. Each period a $1.00 prize is given to the participant whose prediction is the closest to the actual market price.

After the outside participants have entered their price forecasts, the experimenter may announce that the period just concluded was the last period of the current experiment. The francs being held by the exit participants are transformed into chips using the “average predicted price” provided by the outside participants.

Thus the specific rules are:

(1) All entry-period players are sellers and all exit-period players are buyers.

(2) All franc holdings of exit-period players will be used up to buy chips at the market price.

(3) At the beginning of each period, you have to enter prices at which you are willing to sell up to 0, 1, 2, 3, 4, 5, or 6 chips. The price at which you are willing to sell a larger number of chips must be no less than the price for a smaller number of chips.
(4) After considering the amount of francs in the hands of the exit-period players, selling offers made by the entry-period players and the Experiment's need to buy D chips each period, the computer calculates and informs you about the market clearing price and your transactions and balances.

(5) The computer determines the number of chips purchased by each exit-player and the number of dollars earned by each of these players after considering the chips held at the end of entry and exit periods according to the formula given earlier.

(6) At the beginning of each period, each outside player is prompted by the computer for a market price prediction. At the end of each period, the computer informs you about the average predicted market price and the winner(s) of the $1.00 prediction prize.

(7) At the end of the experiment, francs held by all entry-period players are converted into chips using the average of predicted market prices by outside-market players.

(8) At the end of the experiment, your cumulative profit will be paid to you in cash.

Computer Screens

The enclosed sheets show the layout of the three computer screen available to you and the keys necessary to call up each screen.
Notes

1 A part of the experimental data presented here (Economies 1 and 2) was first reported in "Rational Expectations vs. Adaptive Behavior in a Hyper-inflationary World: Experimental Evidence," Center for Economic Research, University of Minnesota, Disc. Paper No. 247, July 1988. Most of this work has been incorporated here. Financial support for this work from the Graduate School of the University of Minnesota, the National Science Foundation (SES-8912552), and Richard M. and Margaret Cyert Family Funds is gratefully acknowledged.  

2 We wish to thank those who commented on our work, specially Javier Díaz-Giménez, Jean Michael Grandmont, Robert Lucas, Albert Marcet, Thomas Sargent, Neil Wallace, Michael Woodford and two anonymous referees. We also wish to thank Vijay Rajan for developing the software for the computerized experimental environment and Jackie Cuccaro and Dhananjay Gode for their research assistance.  

3 Some of the results are reported in Marimon and Sunder (1991). Experimental sessions 1-2 were performed at the University of Minnesota, and sessions 3-7 were conducted at Carnegie Mellon University's computerized laboratory. Most subjects were undergraduate business or economics majors.  

4 Strictly speaking, the OLG-forecasting game analyzed above has a positive probability to last forever, even if $\mu$ is arbitrarily close to one after certain period. There are certain modifications that can make the game finite. For example, experimenter can announce that the game will not last for more than $T$ periods. This announcement can be public or private (with randomly selected $T\mu$s from a finite set). If it is public, then in the unlikely event that $T - 1$ is reached, any final price can be part of a Nash equilibrium. But if beliefs about other agents' forecasts are conditioned on past histories of prices, then
the forecast "as if the market remained open" may be a focal equilibrium move, ex-post we can test if this focal point is realized. If the information is private, and the lowest $T_p - 1$ is reacted then agent $j$, knowing that for other forecasters termination is not a certain event, should behave as in the analyzed OLG-forecasting game. Notice that this modifications could not be introduced without distortions if we simply introduced a random termination date without the forecasting game; which, in addition, would introduce an implicit discounting rate for market participants.

5 We have normalized inflation rates using the transformation $\hat{\pi}_t = (\pi_t - \pi^*)/(\pi^* - \pi^*)$. Table 1 summarizes the description of the experimental economies.

6 We do not consider here the possibility of 'sunspot' equilibria since, among other things, these require an even higher degree of coordination of beliefs. We study the existence of these equilibria in experimental environments in Marimon, Spear and Sunder (1992).

7 In Economies 7A and 7B the level of deficit was adjusted every period in order to keep the net expected (rational expectations equilibrium) inflation to be 200% in the following period by using formula $d_t = (\pi^{*+1}) - \pi_t^{*+1}$, where $\pi^*$ is the target gross inflation rate. The details of these economies are discussed in Marimon and Sunder (1991).

8 Figure 7, in fact, is constructed using this assumption. The theoretical competitive supplies are constructed using the reported prediction, $p_{i+1}$, of the outsiders at the beginning of the period $t+1$. The three supplies correspond to the min, average, and max $p_{i+1}$.

9 Recall that price predictions were gathered from the outsiders each period in order to implement a terminal condition for the economy. 10 We thank Hassim Pesaran for his insistence that we apply statistical methods to
our experimental data.

11 In our hyperinflationary economies, it is more appropriate to use least squares estimates on inflation rates rather than on price. In Figure 3 (and Figure 6) we compare realized paths with the theoretical least squares paths that would have been followed if agents had been using least squares prediction on price (with initial conditions given by the observed initial prices) and solving for their competitive supplies. That is, the LSQ paths (marked with an inverted triangle) are the "Marcel-Sargent paths" from our observed initial conditions.

12 In general α can be time dependent and in a stochastic context must satisfy αₜ → 0, ∑, αₜ = +∞, to guarantee convergence.

13 See, Marimon, Spear and Sunder (1992) for an experimental environment where first and second order schemes have different stability properties.

14 Equation 6 shows the standard result that by adding non significant lags the estimation can be improved.

15 As a historical reference (due to T. Sargent) it should be noticed that A.W. Phillips suggested to Friedman the adaptive hypothesis later adopted by Cagan. This hypothesis is also present in Koyck (1954) and in the early work of Arrow and Nerlove (see, Griliches (1967)).
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<table>
<thead>
<tr>
<th>Economy No.</th>
<th>No. of Subjects in Economy and in Generation (in M)</th>
<th>Poor Experience</th>
<th>Endowment of Capital</th>
<th>Money</th>
<th>Govt. Debt (Per Capita)</th>
<th>Periods</th>
<th>Discount Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.4</td>
<td>None</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.5</td>
<td>1.15</td>
</tr>
<tr>
<td>2</td>
<td>12.3</td>
<td>3 inexperienced</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>1.25</td>
<td>1.17</td>
</tr>
<tr>
<td>3</td>
<td>15.5</td>
<td>None</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.4</td>
<td>1.31</td>
</tr>
<tr>
<td>4</td>
<td>14.4</td>
<td>2 from Econ. 3</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.975</td>
<td>1.20</td>
</tr>
<tr>
<td>4F</td>
<td>14.4</td>
<td>Econ. 4A</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.975</td>
<td>1.40</td>
</tr>
<tr>
<td>5</td>
<td>17.2</td>
<td>Econ. 3 or 4</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.150b/0.6</td>
<td>1.12</td>
</tr>
<tr>
<td>5F</td>
<td>12.9</td>
<td>7 from 5A</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.150b/0.6</td>
<td>1.28</td>
</tr>
<tr>
<td>6</td>
<td>8.2</td>
<td>6 inexperienced</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.750b/0.6</td>
<td>1.19</td>
</tr>
<tr>
<td>6A</td>
<td>15.4</td>
<td>Econ. 6A</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.750b/0.6</td>
<td>1.17</td>
</tr>
<tr>
<td>6C</td>
<td>15.4</td>
<td>7 None</td>
<td>7</td>
<td>1</td>
<td>0.722</td>
<td>0.750b/0.6</td>
<td>1.14</td>
</tr>
<tr>
<td>7</td>
<td>14.4</td>
<td>Experienced</td>
<td>6</td>
<td>1</td>
<td>0.722</td>
<td>0.225b/0.6</td>
<td>1.14</td>
</tr>
<tr>
<td>7A</td>
<td>14.4</td>
<td>Econ. 7A</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.225b/0.6</td>
<td>1.18</td>
</tr>
<tr>
<td>7B</td>
<td>14.4</td>
<td>Econ. 7A,9B</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.225b/0.6</td>
<td>1.18</td>
</tr>
</tbody>
</table>

**Econ. 2:** At the outset of this economy, subjects were informed that there will be no parameter changes between the beginning and termination.

**Econ. 4:** One of the four possible values of $\beta$, $c = 0.6, 0.6, 1.667, 1.667$ was randomly assigned to the four members of each generation. While the discount rate was the same for every individual, it was the same for every generation.

**Econ. 5A:** Per capita real deficit was adjusted each period using formula $d_t = h_t(x^{*} - 1)/x^{*} p_t$, where $h$ is per capita money supply in period 1 and $x^{*}$ is the target rate of inflation. $x^{*}$ was set equal to 1.5. The same as constant consumption rate of inflation in Economy 5B with $d=1$. In Economy 5A, the first period deficit was set $d=1$.

**Econ. 6A:** This economy was similar to 5A except that the target inflation rate $x^{*}$ was 1.55—same as the constant consumption inflation in Economies 6B and C. First period deficit in 6A was $d=1.3$.

**Econ. 7A:** This economy is similar to 5A and 6A except that the target rate of inflation $x^{*}$ was equal to the High ISS rate of 3.00. First period deficit in 7A was $d=1$.

**Econ. 7B:** This economy is effectively a continuation of 7A. $H_0$ in this economy was set to one millionth of the value of $p_t$ in economy 7A. Also, initial deficit $d$ was set to 1.115 on the basis of price and money supply in the final period of 7A.
### TABLE II
Stationary Equilibria of Experimental Economies

<table>
<thead>
<tr>
<th>Economy No. (Period)</th>
<th>Low ISS Equilibrium</th>
<th>High ISS Equilibrium</th>
<th>Constant Consumption Equil. or Target Levels*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \pi )</td>
<td>( s )</td>
<td>( u )</td>
</tr>
<tr>
<td>1 (1-19)</td>
<td>1.21</td>
<td>2.92</td>
<td>3.73</td>
</tr>
<tr>
<td>2 (1-17)</td>
<td>2.00</td>
<td>2.50</td>
<td>3.18</td>
</tr>
<tr>
<td>3</td>
<td>1.17</td>
<td>2.92</td>
<td>1.78</td>
</tr>
<tr>
<td>4</td>
<td>1.56</td>
<td>2.72</td>
<td>1.91</td>
</tr>
<tr>
<td>5A(Target Econ.)</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5B</td>
<td>2.00</td>
<td>2.00</td>
<td>1.97</td>
</tr>
<tr>
<td>6A(Target Econ.)</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>6B&amp;C</td>
<td>2.16</td>
<td>2.42</td>
<td>1.63</td>
</tr>
<tr>
<td>7A&amp;B(Target Econ.)</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>7C</td>
<td>2.00</td>
<td>2.00</td>
<td>2.30</td>
</tr>
</tbody>
</table>

*In economies 5A, 6A, and 7A and 7B the deficit changed following a simple adaptive rule with a target rate of inflation. In 5A the target rate of inflation was the same as the constant consumption inflation level of 5B; the target rate in 6A was the same as the constant consumption inflation of 6B and 6C; the target rate in 7A and 7B was equal to the High ISS of Economy 7C.

\( \pi \) = gross inflation,
\( s \) = per capita real balance, and
\( u \) = per capita utility payoff.
<table>
<thead>
<tr>
<th>Economy</th>
<th>Source of Predictions</th>
<th>Regression Coefficients</th>
<th>Std. Dev. of Estimation Error</th>
<th>Degrees of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\beta_0$</td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
</tr>
<tr>
<td>3</td>
<td>Subjects</td>
<td>-15.26</td>
<td>0.23 (0.16)</td>
<td>0.48 (0.18)</td>
</tr>
<tr>
<td>3</td>
<td>LSQ</td>
<td>-13.63</td>
<td>0.37 (0.16)</td>
<td>0.40 (0.17)</td>
</tr>
<tr>
<td>4A</td>
<td>Subjects</td>
<td>-71.72</td>
<td>0.80 (0.37)</td>
<td>0.24 (0.37)</td>
</tr>
<tr>
<td>4A</td>
<td>LSQ</td>
<td>-78.17</td>
<td>0.94 (0.27)</td>
<td>0.41 (0.27)</td>
</tr>
<tr>
<td>5B</td>
<td>Subjects</td>
<td>-23.59</td>
<td>0.074 (0.29)</td>
<td>0.19 (0.29)</td>
</tr>
<tr>
<td>5B</td>
<td>LSQ</td>
<td>-37.36</td>
<td>0.35 (0.21)</td>
<td>0.30 (0.20)</td>
</tr>
<tr>
<td>6C</td>
<td>Subjects</td>
<td>-162.24</td>
<td>0.80 (0.32)</td>
<td>0.46 (0.41)</td>
</tr>
<tr>
<td>6C</td>
<td>LSQ</td>
<td>-217.42</td>
<td>1.09 (0.30)</td>
<td>0.63 (0.38)</td>
</tr>
<tr>
<td>7C</td>
<td>Subjects</td>
<td>-123.74</td>
<td>1.08 (0.28)</td>
<td>0.46 (0.28)</td>
</tr>
<tr>
<td>7C</td>
<td>LSQ</td>
<td>-132.96</td>
<td>0.98 (0.26)</td>
<td>0.61 (0.26)</td>
</tr>
<tr>
<td>7C</td>
<td>LSQ*</td>
<td>-167.89</td>
<td>1.66 (0.17)</td>
<td>0.71 (0.18)</td>
</tr>
</tbody>
</table>

*On gross inflation rates
<table>
<thead>
<tr>
<th>Week</th>
<th>Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

**Hours Breakdown**

- Mon: 4
- Tue: 4
- Wed: 2
- Thu: 2
- Fri: 4

**Notes**

- American English
- Korean English
- Chinese English

**Contact Information**

- Phone: 123-456-7890
- Email: info@company.com
- Address: 123 Main St, Anytown, USA
<table>
<thead>
<tr>
<th>Economy</th>
<th>$e_2$</th>
<th>$e_1$</th>
<th>$R^2$</th>
<th>DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.08* (0.03)</td>
<td>0.89* (0.31)</td>
<td>0.39</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>-0.10* (0.07)</td>
<td>0.90* (0.14)</td>
<td>0.80</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>-0.64* (0.02)</td>
<td>0.73 (0.20)</td>
<td>0.36</td>
<td>23</td>
</tr>
<tr>
<td>4A</td>
<td>-0.12* (0.02)</td>
<td>0.57* (0.21)</td>
<td>0.34</td>
<td>14</td>
</tr>
<tr>
<td>4B</td>
<td>Insufficient Data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5A</td>
<td>Target Economy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5B</td>
<td>-0.28* (0.16)</td>
<td>0.54* (0.21)</td>
<td>0.24</td>
<td>22</td>
</tr>
<tr>
<td>6A</td>
<td>Target Economy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6B</td>
<td>-0.37* (0.11)</td>
<td>0.64* (0.23)</td>
<td>0.49</td>
<td>8</td>
</tr>
<tr>
<td>6C</td>
<td>-0.19* (0.04)</td>
<td>0.67* (0.13)</td>
<td>0.73</td>
<td>19</td>
</tr>
<tr>
<td>7A</td>
<td>Target Economy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7B</td>
<td>Target Economy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7C</td>
<td>-0.04 (0.06)</td>
<td>0.67 (0.26)</td>
<td>0.38</td>
<td>11</td>
</tr>
</tbody>
</table>

*Significant at 5 per cent level

Forecast Equation (e): $\hat{y}_{t+1}^a = \hat{\beta}_0 + \hat{\beta}_1 (1 - \pi^L)$; where $\hat{\beta}_1 = \frac{\sum_{t=1}^{T} \rho_{i+1} \rho_i}{\sum_{t=1}^{T} \rho_i^2}$ and $\pi^L = \text{Low Inflation Stationary State.}$
Table VI
Local Stability
(Estimated standard errors of estimated coefficients given in parentheses)

<table>
<thead>
<tr>
<th>Economy</th>
<th>Equilibrium Learning Model</th>
<th>Equilibrium Coefficients</th>
<th>Estimated Forecasting Coefficients</th>
<th>Local Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$c_1$</td>
</tr>
<tr>
<td>1</td>
<td>(c)</td>
<td>0.23</td>
<td>-0.21</td>
<td>0.39</td>
</tr>
<tr>
<td>2</td>
<td>(a)</td>
<td>0.80</td>
<td>-0.40</td>
<td>0.59</td>
</tr>
<tr>
<td>3</td>
<td>(a)</td>
<td>0.23</td>
<td>-0.20</td>
<td>0.74</td>
</tr>
<tr>
<td>4A</td>
<td>(c)</td>
<td>0.45</td>
<td>-0.29</td>
<td>0.33</td>
</tr>
</tbody>
</table>

4B Insufficient Data

5A Target Economy

5B     | (c)                         | 1.00 | -0.50 | 0.48  | 0.35 | 22 | If $ce(0.1)$, yes; or at 2.5%, not 0.1% |

6A Target Economy

6B     | (a)                         | 0.97 | -0.45 | 0.65  | 0.33 | (0.26/0.11) | 0.73 | 7 | yes at 40%, not 25% |

5C     | (a)                         | 0.97 | -0.41 | 0.58  | 0.31 | (0.65/0.29) | 0.12 | 9 | yes at 40%, not 25% |

7A Target Economy

7B Target Economy

7C     | (c)                         | 1.00 | -0.50 | 0.55  | 0.33 | 11 | If $ce(0.1)$, or at 2.5%, not 1% |

From Table IV.
Equilibrium Learning Model (a):
\[
\pi^{*}_{t+1} = a_0 - a_1 \pi^{*}_t + a_2 \phi(\pi^{*}_{t}, \pi^{*}_{t-1})
\]
\[
\phi_{a}(z) = x^t - a_1 - a_2 \phi(z - a_2)
\]
Equilibrium Learning Model (c):
\[
\pi^{*}_{t+1} = c_0 - c_1 \phi(\pi^{*}_t, \pi^{*}_{t-1}) - (1-c_1) \pi^{*}_{t-1}
\]
\[
\phi_{c}(z) = x^t - c_1 \phi(z - c_1)
\]
Figure 1.—Rational Expectations Equilibrium Dynamics for Inflation (Eqn. 7b).

(Low ISS = Low Inflation Stationary State,
High ISS = High Inflation Stationary State).
Figure 2.- Observed Inflation Normalized between High and Low Inflation Stationary State:

$$\pi_{it} = (\pi_t - \pi_{i0}) / (\pi_\phi - \pi_{i0})$$.
Figure 3—Inflation and Real Balances for Economies 4A, 4B, and 7C.
Figure 4.--Evidence on Bias Toward Constant Consumption in Economy 2.
Figure 5.--Observed Inflation Normalized between Low Inflation Stationary State and Constant Consumption Inflation Rate:
\[ \tilde{\pi}_t = (\pi_t - \pi^L) / (\pi^L - \pi^C) \, . \]
(Economy 1: Four observations at the top and eight at the bottom are out of scale.
Economy 3: Four observations at the top and thirteen at the bottom are out of scale.)
Figure 6.- Price Level and Inflation in Economies 6B and C After Experience with Target Inflation Economy.
Panel A: Economy 2, Period 17

Panel B: Economy 5B, Period 28

Panel C: Economy 7C, Period 18

Figure 7.--Demand, and Actual and Theoretical Supplies for Last Periods of Three Economies.
Figure 6: Accuracy of Subjects' and Least-Squares Predictions of Price and Inflation.
Figure 9.--Cross-Sectional Average of Price Prediction Error Statistics for Economies 1, 2, 3, 4A, 4B, 5B, 6A, 6B, and 7C.
Figure 10.--Price Prediction Errors and Real Balances for Economies 2 and 5B.
Figure 11.--Price Prediction Errors and Real Balances for Economies 4A, B and 6B, C.
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