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Abstract

The increased fragility of the banking industry has generated growing concern about the risks associated with the payment systems. Although in most industrial countries different interbank payment systems coexist, little is really known about their properties in terms of risk and efficiency. We tackle this question by comparing the two main types of payment systems, gross and net, in a framework where uncertainty arises from several sources: the time of consumption, the location of consumption and the return on investment. Payments across locations can be made either by directly transferring liquidity or by transferring claims against the bank in the other location. The two mechanisms are interpreted as the gross and net settlement systems in interbank payments. We characterize the equilibria in the two systems and identify the trade-off in terms of safety and efficiency.
1. Introduction

The impressive growth in the value of daily interbank payments\(^1\) has raised concern about the potential systemic risk induced by contagion. This effect, also known as the domino effect, occurs if the failure to settle payment obligations by a large financial institution triggers a chain reaction that threatens the stability of the financial system. (See, among others, Brimmer (1989)). The two main types of large-value interbank payment systems, "net" and "gross", differ sharply in their exposure to contagion risk. In the former, netting the positions of the different banks through compensation of their claims only at the end of the day implies intraday credit by one bank to another, and exposes them to contagion.\(^2\) In the latter, transactions are typically settled irrevocably on a one-to-one basis in Central Bank money, thus banks have to hold large reserve balances in order to execute their payment orders.

Technological improvements in data transmission have substantially lowered the transaction cost of settling in gross payment systems, but netting still significantly economizes on the liquidity that banks have to transfer. Hence there is a case for considering a cost-benefit analysis of the alternative systems. The objective of this paper is to model gross and net interbank payment systems and to compare their risk and efficiency under different environments.

A number of factors must be taken into account when evaluating the trade-offs between alternative settlement mechanisms: collateral needs, use of information about bank solvability, and above all liquidity needs and contagion risk.\(^3\) Our aim is to address what happens when we derive the liquidity costs and the contagion costs endogenously from the liquidation of long term projects.

To tackle these issues we construct a general equilibrium model based on Diamond and Dybvig (1983) (D-D). Unlike D-D, where consumers' uncertainty arises only from the time of consumption, in our model consumers are also uncertain about the location of their consumption. Consumers' geographic mobility generates payment needs across space. Financial intermediaries are justified on two accounts: their insurance role, as in D-D, and their role in transferring property rights, as in Fama (1980). Payments across locations can be made by transferring either liquid assets (gross system) or claims against the intermediary in the location of destination (net system). The choice of a net or gross payment system affects equilibrium consumption and we can compare the two systems by measuring ex ante expected utility.

A key assumption in our analysis is that investment returns are uncertain and some depositors have better information on returns. If investment returns were certain, there would be only speculative bank runs, as in D-D. In this case, which we examine only as a benchmark, we show that netting dominates. But in a setting with asymmetric information and uncertain returns,

\(^1\) The average daily transactions on the U.S. payment systems CHIPS and Fedwire have grown from $148 and $192 billion, respectively, in 1980 to $885 and $796 billion in 1990. (See Rochet and Tirole (1996b)).

\(^2\) Average payments made by large banks can be tenfold the capital of smaller banks in the netting process. Because of this difference in size the failure of a single large participant, even if its own net credit position does not threaten the settlement system, could lead small banks to have settlement obligations greater than the amount of their capital. See the simulations by Humphrey (1986) and Mussa (1986). Similar simulations by Angelini, Maresca and Russo (1996) for the Italian system yield a much smaller impact of systemic risk.

\(^3\) See e.g. Rochet and Tirole (1996b).
information-based (or fundamental) runs can occur, as in Chari and Jagannathan (1988) and Jacklin and Bhattacharya (1988). In this richer and more realistic setting the issue of the trade-off between gross and net systems arises.4

A first contribution of this paper is to identify the equilibria under gross and net systems. Since under the gross system banks are not linked to each other, the equilibria simply correspond to those of isolated islands. Under netting, on the other hand, since banks are linked through intraday credits, the failure of one bank may affect the payoff of depositors in another. This feature of netting generates two equilibria, both inefficient. In the first there are no bank runs, banks net their claims, and are therefore exposed to contagion. We call it the potential contagion equilibrium. Because with netting each bank has claims on the assets of the other banks, when one goes bankrupt the other is affected. In the second equilibrium, consumers rationally anticipate the potential effect of contagion on future consumption and optimally decide to run on their bank. We call this contagion-triggered bank run equilibrium.

The main contribution of the paper is the analysis of the trade-off between gross and net systems. Our results are consistent with the intuition that a gross system is not exposed to contagion but makes intensive use of liquidity, while a net system economizes on liquidity but exposes the banks to contagion. We show when, depending on the values of model parameters, a particular system is preferred. A gross payment system is preferred if the probability of banks having a low return is high, if the opportunity cost of holding reserves is low and if the proportion of consumers that have to consume in another location is low. Otherwise a net system dominates.

There is an incipient literature on the payment systems which helped us derive our modeling framework. McAndrews and Roberds (1995) model bank payment risk using the D-D framework of speculative runs. They focus on the banks' demand for reserve provisions and consider a multilateral net settlement system where claims on a bank are valid only if reserves are transferred to the recipient bank. Kahn and Roberds (1996a) analyze a gross settlement system where adverse selection gives rise to the Akerlof effect because banks with above average assets prefer cash settlements to debt settlements. Using an inventory-theoretic framework to model the trade-off between safety and efficiency, Kahn and Roberds (1996b) find that netting economizes on reserves but increases moral hazard because it gives the banks additional incentives to default. Rochet and Tirole (1996a) model interbank lending to address the issue of contagion and the "too-big-to-fail" policy.

The paper is organized as follows. Section 2 reviews the main institutional aspects of the payment systems. Section 3 sets up a benchmark model of the payment system without investment return uncertainty. In Sections 4 and 5, which are the core of our analysis, we introduce private information on future uncertain returns and compare the equilibria under the different mechanisms. Section 6 discusses some policy implications. Section 7 suggests extensions.

4 Using data from the National Banking Era (1863-1914), Gorton (1988) shows that the majority of bank panics were in fact information-based.
2. Institutional aspects of the interbank payment system

Time dimension of settlement

The organization of the interbank payment systems revolves around the time dimension of the final settlement of transactions. It is convenient to begin our discussion by introducing two stylized alternative mechanisms: gross and net, both with settlement in central bank money. The risk and liquidity characteristics of the two mechanisms are the object of our analysis.

The gross mechanism achieves immediate finality of the payment at the cost of intensive use of central bank money. Bilateral and multilateral netting economize on the use of central bank money, essentially by substituting explicit or implicit interbank intraday credit for central bank money. A difference between a net settlement system and an interbank money market is that risk is priced in an interbank market and rationing of a particular bank may occur, triggered by bad news on its solvency. This does not happen under netting where implicit credit lines are automatically granted.

The very fact that netting economizes on central bank money allows a participant both to accumulate large debt positions during the day, perhaps exceeding its balances in central bank money, and to accumulate claims on other banks that may exceed its own capital. In fact if no incoming payment decreases a bank's exposure, the interbank market will usually provide the necessary central bank money. A settlement risk arises when a participant has insufficient funds to settle its obligations when they are due. In this case different procedures are followed in the various systems, ranging from deleting the orders with insufficient funds and recalculating the balances (unwinding), to queuing them. As a result of settlement risk, netting also increases systemic risk, because of the possible contagion effects. Contagion is possible when unwinding of orders takes place, because participants that had been net creditors of the failed institution may have sent order payments on the basis of the expected funds that are not forthcoming.

Settlement risk also arises when commercial bank money is used to settle, as the finality of the transaction is then delayed by definition.

Before the widespread diffusion of telematic technology the systems most often encountered were gross mechanisms settled in commercial bank money and net mechanisms settled in central bank money. Due to its high liquidity cost, gross settlement in central bank money was practically never used. The advent of telematic has made possible another mechanism, namely real-time gross settlement in central bank money. The innovation stems from the real-time feature that dramatically increases the velocity of circulation of deposits at the central bank and thus reduces the opportunity cost of using central bank money. The net systems have also been influenced by telematic as recent technological developments that increase the amount that can be netted per unit of reserve increase both settlement and systemic risk. To this it must be added that multilateral netting is subject to moral hazard since banks perceive that the central bank will prevent systemic collapses. In balance,

---

5 In the Swiss system, when there are insufficient funds in the originator's account, orders are queued until sufficient funds have accumulated in that account and may be canceled at any time by the originator. Orders still in queue at a prespecified time are canceled automatically.

6 For a detailed analysis of systemic risk see Van den Berg and Veale (1993) and for estimates of the consequences of unwinding see Humphrey (1986) and Angelini and Giannini (1994).

telematic has altered the trade-off between cost and risk making real-time gross settlement systems relatively cheaper. In fact their use is now encouraged by several central banks.

Models of interbank payment systems

The large-value interbank payment systems currently operational can be grouped into three general models: 8 (1) Gross settlement operated by central bank with explicit intraday credit; e.g. FEDWIRE; (11) Gross settlement operated by central bank without intraday credit; e.g. Swiss Interbank Clearing System (S.I.C.); (111) Deferred net multilateral settlement; e.g. Bank of Japan Network (B.O.J.) and Clearing House Interbank Payment System (C.H.I.P.S). See table 1 for a synthesis of the main features of payment systems.

In the FEDWIRE model the central bank settles orders payment-by-payment and irrevocably. Insufficient funds in the ordering bank's accounts result in an extension of explicit intraday credit from the central bank. Credit is provided with the expectation that funds will be deposited in the account before the end of the business day. Meanwhile the central bank bears the settlement risk.

The S.I.C. model is a no-overdraft system in which payment orders are processed on a first-in first-out principle as long as they are fully funded from accounts at the Central Bank. It thus implies real-time computing facilities to execute payments, to prevent the use of intraday credit and to handle orders with insufficient funds.

In the C.H.I.P.S. model, at designated times during the day payments are multilaterally netted, resulting in one net obligation for each debtor due at

settlement time. Implicit intraday credit is extended by the participants, not by the operator of the system, which may be either a private clearinghouse or the central bank. Limits are set for intraday credits, both in this and in the FEDWIRE model. Loss sharing arrangements govern the distribution of losses from settling failures among the members. Regardless of who operates the system, deferred obligations are finally settled in accounts at the central bank.

In what follows we will mainly focus on gross vs. net payment systems. 9

3. Set up of the model

Basic model

We consider two identical island-economies, J=A,B, with Diamond-Dybvig features. Consumers, whose total measure is 1 at each island, are located at A or at B. There is one good and three periods: 0,1,2. The good can be either stored at no cost from one period to the next or invested. In each island there is a risk-neutral perfectly competitive bank (that can be interpreted as a mutual bank) with access to the investment technology. Each consumer is endowed with 1 unit of the good at time 0. Consumers cannot invest directly but can deposit their endowment in the bank in their island which stores it or invests it for their future consumption. The investment of 1 unit at time 0 returns R at time 2, with R>1, if not liquidated at time 1. If a fraction a of the investment is liquidated at time 1, the return is a at time 1 and (1-a)R at time 2.

---


9 Since we take a general equilibrium standpoint, the case where central bankers bear the risk (as in FEDWIRE) is left out because it means that the central bank has to levy taxes to fund its rescue operation. Hence, up to a redistribution, we are facing the same issues as in a netting payment system.
The bank offers depositors a contract that allows them to choose when to withdraw. To finance withdrawals at time 1 the bank liquidates $L$ units so that it receives $R(1 - L)$ at time 2.

As in D-D, consumers are of two types, early diers and late diers. A fraction $t$ dies in the first period and $(1 - t)$ dies in the second period. However, we modify D-D's model by introducing the additional complexity that late diers face uncertainty at time 1 as to the island in which they will be able to consume at time 2. A fraction $(1 - \lambda)$ of the late diers (the compulsive travelers) can consume only in the other island. The remaining fraction $\lambda$ (the strategic travelers) can consume on either island interchangeably. Nature determines at time 1 which consumers are early diers and which of the late diers are compulsive travelers and strategic travelers. This information is revealed privately to consumers.

To analyze how individuals can consume at time 2 in the other island we introduce two payment mechanisms: gross and net. In a gross mechanism, to satisfy the travelers' demand for the good at time 1 the banks liquidate a fraction of the investment. Then the travelers transfer the good costlessly from A to B or vice versa. The implicit cost of transferring the good across space is the foregone investment return. Since liquidation occurs before the arrival of incoming travelers, their deposits cannot be used to replace those of the departing travelers. In our model a gross system does not allow trade among banks.

The attempt to replace the deposits of the departing travelers with those of the incoming travelers is the rationale behind a netting system. In a netting system banks are linked by a contract. Under the terms of this contract, member banks extend credit lines to each other to finance the future consumption of the travelers without having to make the corresponding liquidation of investment. The claims on the banks' assets arising from these credit lines are accepted by all banks in the system. Thus in a net mechanism the late diers, besides liquidating the investment and transferring the good across islands by themselves, have the additional possibility of having their claims to future consumption directly transferred to the bank in the other island. At time 2 the banks compensate their claims and transfer the corresponding amount of the good across space. The technology to transfer the good at time 2 is available for trades only between banks. Under certainty about investment returns, the claims just offset each other and in a netting system no liquidation takes place to satisfy the travelers' consumption needs.

To summarize, early diers withdraw and consume at time 1. Compulsive travelers consume at time 2 but, under netting, have also the choice between withdrawing early and transferring the good themselves to the other island or transferring their bank account to the other island. Strategic travelers have the same options as the compulsive travelers along with the additional possibility to have their account untouched and to consume at time 2 at their own island.

Consumers have utility functions
\[ U(C_1, C_2, \hat{C}_2) = U(C_1) \text{ with probability } t \]
\[ U(C_2) = (1-t)(1-\lambda) \]
\[ U(C_2, \hat{C}_2) = (1-t)\lambda \text{ with } C_2 \cdot \hat{C}_2 = 0 \]

where \( C_2 \) denotes consumption at time 2 in the home island and \( \hat{C}_2 \) denotes consumption at time 2 at the other island. \( U \) is a state dependent utility function such that \( U' > 0, U'' < 0, U'(0) = +\infty \) and with a relative risk aversion coefficient greater than or equal to one.\(^\text{12}\) The condition \( C_2 \cdot \hat{C}_2 = 0 \) forbids consumption in both islands.

The structure of the economy and the agents' ex ante utility functions are common knowledge.

**Strategies**

Denote by \( \Psi \) the set of late diers' types; i.e. \( \Psi = \{ST, CT\} \) where \( ST \) stands for strategic traveler, and \( CT \) for compulsive traveler. In any given candidate equilibrium the deposit contract offers a consumption profile at time 1 and time 2 which is a function of the actions of the depositors in both islands (Run, Travel or Wait). Early diers withdraw at time 1 and do not act strategically. Late diers behave strategically, playing a simultaneous game at time 1. We now introduce some notation we use for the rest of the paper. The strategic travelers' set of actions is \( S = (W, T, R) \), where \( W \) stands for waiting and withdrawing at time 2, \( T \) for traveling and having your claims transferred to the other island, and \( R \) for running, that is withdrawing at time 1 and storing the good if necessary. The compulsive travelers' set of actions is \( S' = (T, R) \). Since \( S' \subset S \), whenever the strategic travelers choose an action in \( S' \), the compulsive travelers will do the same. A strategy \( s_0 \) is an element of the set of functions from \( \Psi \) into \( S \) for the strategic travelers, and into \( S' \) for the compulsive travelers.

It is worth pointing out a difference in the interpretation of the time horizon between our model and D-D's. In our model, the three periods of the D-D timing all take place within 24 hours, when all transactions are executed. The costs associated with the liquidation of the investment can be interpreted as the interest differential between reserves and interest-bearing money market instruments.

As a benchmark, we now compare net and gross payment systems.

**Proposition 1.** Under certainty about investment returns, (i) gross and net settlement systems yield the same allocations as two D-D economies with different fractions of early diers, \( t \cdot (1-t)(1-\lambda) \) for the former, and \( t \) for the latter; (ii) net settlement dominates gross settlement.

**Proof.** Point (i) is obvious from the above discussion. As for (ii), the fact that in a D-D economy the expected welfare decreases with the proportion of early diers is proved in Appendix, although it is quite intuitive.

Since in a gross system more consumers withdraw at time 1, a higher proportion of the investment is liquidated than under netting. Since the investment returns more than 1, a netting system dominates a gross system. As liquidation is costless a higher proportion of liquidation is equivalent to a higher proportion of reserves in the banks' portfolio. Proposition 1 is

\(^\text{12}\) We will drop the superscript "" whenever this does not create ambiguity.
tantamount to saying that with certain investment returns, in a gross system banks would have to hold more reserves.

The intuition of our result is similar to that of the related papers by Bhattacharya and Gale (1987) and by Bhattacharya and Fulghieri (1994). Both papers study modified versions of D-D economies. Bhattacharya and Gale consider several banks with i.i.d. liquidity shocks in the sense that their proportion of early diers is random. Bhattacharya and Fulghieri consider banks with i.i.d. shocks in the timing of the realized returns of the short term technology. A common theme of both papers is that if the shocks are observable and contractible, in the aggregate, liquidity shocks and timing uncertainty are completely diversifiable. Thus an interbank market (that in our model can be interpreted as a netting system) can improve upon the allocation with no trade between banks (in our model a gross system). The additional location risk we introduce with respect to D-D is also fully diversifiable. If it was not, the optimal allocation would be contingent on the aggregate risks as Hellwig (1994) has shown for interest rate risk.

4. Stochastic returns and informed depositors

The preceding analysis offers a benchmark to compare gross and net settlement systems. We now extend the basic setup to introduce contagion risk.

The investment return $\tilde{R}$ at time 2 is random, $\tilde{R} \in \{R_L, R_H\}$, where $L$ and $H$ stand for low and high respectively, $p_L$ denotes the probability of the low return, (which we assume is "sufficiently" low in a sense to be defined precisely later) and $R_L < 1 < R_H$. $ER = p_L R_L + p_H R_H > 1$. At time 1 the late diers in each island privately observe a signal $y_K \in Y = \{y_L, y_H\}$, $K = L, H$.

uncorrelated across islands, that fully reveals $\tilde{R}$. Ex ante the two banks offer the same contract.

**Strategies**

With stochastic returns, late diers choose their actions as functions of the signal in both islands. A strategy $\psi(y_K)$ is an element of the set of functions from $\psi \times Y$ into $S$ for the $ST$, and into $S'$ for the $CT$.

A strategy profile is a set of strategies for each type of late dier and for each signal-island pair. For example, in the strategy profile $(\psi, (T_{ST}(y_L), T_{ST}(y_H))), (T_{CT}(y_L), T_{CT}(y_H))$, (that we will denote simply $(\psi, (T, T))$ whenever this is unambiguous), if the high-signal is observed, the strategic travelers wait and withdraw at time 2 and the compulsive travelers travel; $(W, T)$. If the low signal is observed, all late diers travel; $(T, T)$.

Notice that with interim information, withdrawal at time 1 by late diers might be socially optimal (as in the model of information-based runs of Jacklin and Bhattacharya (1988) or Chari and Jagannathan (1988), while it was never so in the deterministic case. Hence runs have a disciplinary role because they trigger the closure of inefficient banks.$^{13}$

For a given settlement system we can summarize the timing as follows. At time 0 a deposit contract is offered by the banks to consumers in the same island and the banks invest. At time 1 time preference shocks occur and are

$^{13}$ One criticism made to models of this type is why managers acting on behalf of their depositors would keep the bank operating when it is worth more dead than alive? In our model the answer relies on the fact that bad banks have an incentive to stay in business to free ride on the assets of the good ones through the payment system.
privately revealed to depositors; the realization of the investment return on each island is revealed to its residents; the late diers in the two islands then play a simultaneous game acting on the basis of this information; in each island the bank liquidates a fraction of the investment to reimburse the depositors withdrawing at time 1. At time 2 the investment matures and the proceeds are distributed according to the contracts.

Gross Settlement

In a gross system the banks are isolated, thus contagion is absent. Hence, except for the bank run equilibrium in a high-signal bank, all outcomes are efficient. That is, investment in the low-signal bank is liquidated and investment in the high-signal bank is allowed to mature, so that the efficient decision regarding bank closure is always taken.

Net Settlement

An analysis of the net settlement is more complex and requires several additional assumptions that make explicit how claims are settled in case of bankruptcy. A bankruptcy occurs when a bank is not able to fulfill its time 1 or time 2 obligations from the deposit contract. We will use two simplifying rules.

Bankruptcy Rule 1: This rule defines the assets to be divided among claim holders. Claim holders have a right to all the banks assets, including those brought by incoming travelers at time 2. Under this rule a bankrupt bank at time 1 stays in business simply to receive assets brought by the incoming travelers at time 2 and to pay the late diers.

Bankruptcy Rule 2: This rule, which defines how to divide the assets among the claim holders establishes the equal treatment of claim holders (no seniority, or discrimination of any kind).

Bankruptcy at time 2 is solved by dividing the assets at time 2 using Rule 2. However, bankruptcy at time 1 is far more involved. We have to determine how to treat agents that pretend to be early diers. Under Bankruptcy Rule 1 late diers are allowed to postpone their consumption and benefit from the high return assets the incoming travelers might bring with them. But a low return at time 2 for the other bank will diminish the payments the incoming travelers bring. The above rules capture the notion that banks participating in a netting scheme agree to honor the other members’ liabilities arising from automatic intraday credit lines due to netting.14

Equilibrium analysis

A strategy profile is an equilibrium if there is no unilateral incentive to deviate. We characterize the equilibria in a net system in the following proposition.

14 A similar loss sharing rule is adopted in C.H.I.P.S. when a participant fails to settle its obligations.
Proposition 2. Under netting there are two equilibria.

Equilibrium 1: \([W,T],[T,T]\) occurs if and only if the equilibrium expected payoff for a strategic traveler in the low-signal bank exceeds that from running; i.e. if and only if \(p_H U(C_L) + p_L U(C_T) > U(C_T)\), where \(C_L\) denotes first period consumption, \(C_T = \frac{(1-t)R_L}{1-t}\) denotes second period consumption when both banks experience the low signal and \(C_A = \frac{(1-t)(p_H(2-\lambda)+R_L)}{(1-t)(\lambda-\lambda)}\) denotes second period consumption in the high-signal island when the other island experiences the low signal.

Equilibrium 2: \([R,R],[R,R]\). Regardless of the signal observed, it is optimal for all late diers to run.

Furthermore there are two efficient outcomes \([W,T],[R,R]\) and \([T,T],[R,R]\) which cannot be supported as equilibria.

For sufficiently low values of \(p_L\) equilibrium 1 dominates equilibrium 2.

Proof. See Appendix.

Proposition 2 is the central proposition of this paper. Both equilibria exhibit contagion, in the sense that the signal received in one island affects the behavior and hence the consumption of depositors in the other. In the first equilibrium contagion arises when the two islands receive different signals.\(^{15}\) Payoffs to the depositors are an average of the two banks’ returns, so that the bank with a high return pays its depositors less than it would in isolation. This is analogous to the domino effect whereby the low return of a bankrupt bank lowers the return of an otherwise solvent bank (potential contagion equilibrium).

The inefficiency stems from a loss of the disciplinary role of bank runs under net settlement. Depositors in the low-signal bank expect to free ride on the other bank. Hence when the low signal is observed, all late diers travel instead of running. When both banks receive a low signal, both keep operating. The reason banks are not liquidated when both islands observe a low signal, is that each late dier ignoring the signal of the other island prefers the expected utility from traveling to a high (low)-signal bank with probability \(p_H\) \((p_L)\) to the certain utility from withdrawing.

There are two ways in which contagion may trigger bank runs in equilibrium 2. First, for some parameter values equilibrium 1 fails to exist. The potential free riding of the late diers in the low-signal island destroys equilibrium 1 and makes it optimal to run in the high-signal island. In this case runs occur in both islands. The run that occurs in the high-signal island is induced by the mere fear of what can happen at the settlement stage. Second, even for the parameter values for which equilibrium 1 exists, given a speculative run in the high-signal island it is optimal to run in the low-signal island as well. Notice that no similar argument applies under a gross system.

In what follows we will mainly focus on equilibrium 1, assuming that \(p_L\) is sufficiently low so that equilibrium 1 is preferred.

The Effect of Different Bank Size

Proposition 2 allows us to compare payment systems when banks have the same size. Still, it is interesting to have some insight on the type of

\(^{15}\) Notice that this is the outcome of an insurance mechanism and not a swap of agents' spending patterns.
equilibrium we obtain when banks have different sizes. This can be captured assuming a different depositors’ measure in the islands, with the ratio between the two sizes going to infinity in the limit. The strategy space is now more complex because the strategies are conditioned not only on the signal, but also on the size. Still the analysis of the limit case is straightforward and revealing. The outcome is determined by the signal the large bank receives. The analogous of equilibrium 1 in the asymmetric bank case in the limit is given by the following strategies. For the large bank \( \{W,T\}, \{R,R\} \) and for the small bank \( \{W,T\}, \{T,T\} \). The intuition for this is that in the limit case the consumption levels in case of different signals in the two islands are equal to the consumption level in the large bank, which is either \( C_H \) or 1 depending on the signal there. Hence the signal observed by the large bank in the small island have a negligible effect on their consumption. Under the maintained assumptions what they obtain in equilibrium, \( p_H U(C_H) + p_L U(1) \), exceeds what they obtain by withdrawing, which is \( U(C_L) \). This justifies the strategy of the small bank compulsive travelers regardless of their signal and the strategy of the strategic travelers in the low signal bank. As for the strategic travelers receiving a high signal in a small bank, by waiting they obtain \( C_H \) with certainty against \( C_H \) with probability \( p_H \) and 1 with probability \( p_L \).

For the large bank the effect of the small bank is negligible, therefore the outcome is similar to what would occur with only one bank in the system. When the low signal is received, running is optimal because there is no possibility to free ride on the other bank’s high return. When the high signal is received it is optimal not to withdraw, because \( U(C_H) \) is obtained.\(^{16}\)

---

5. The Trade-off Between Gross and Net Payment Systems

The previous results demonstrate that the benefits from netting stem both from the possibility to invest more and from allowing the travelers to share the high expected return of time 2. Its cost stems from the continued operation of inefficient banks, those that receive a low signal. It is therefore possible to analyze the trade off between gross and net payment systems in terms of their allocative efficiency and study how this trade off is altered when the characteristics of the economy change.

Let the superscripts \( G \) and \( N \) denote gross and net, respectively. Since with gross settlement there is no contagion or wealth transfers between banks, expected utility is

\[
EU^G(t) = p_H \left[ (1-t)(1-\lambda) U(C_G) + (1-t)U\left(1 - \frac{1-C_G}{1-C_L} \right) \right] + p_L U(1),
\]

where \( C_G \) is the optimal ex ante time 1 consumption under gross. With net settlement expected utility is

we consider, the equilibrium may be far more involved because pure strategy equilibria may fail to exist. To understand this, consider a sufficiently large bank for which it is no longer optimal to play the strategy of equilibrium 1, \( \{W,T\}, \{R,R\} \), because in case of low signal the return would be too low. The alternative equilibrium in the limit case, \( \{W,T\}, \{R,R\} \), is not a Nash equilibrium either. Once all depositors of the large bank observing a low signal are running, a zero measure of depositors of the large bank observing the low signal will prefer to travel thus obtaining \( p_H U(C_H) + p_L U(1) \) which is superior to the bank run outcome, \( U(1) \). As a consequence, the equilibrium is characterized by mixed strategies on behalf of large banks’ depositors facing a low signal. A proportion of these depositors will travel thus lowering the return from traveling until we obtain \( C_A = 1 \), which is the indifferent point.
\[ EU^N(\cdot) = U(C_1^{\text{II}}) + (1-t) \left\{ p_H^2 U(C_1^{\text{II}}) + p_H p_L \left( U(C_A^{\text{II}}) + U(C_B^{\text{II}}) \right) + p_L^2 U(C_1^{\text{II}}) \right\} \]

where \( C_1^{\text{II}} \) is the optimal ex ante time 1 consumption under netting, and \( C_1^{\text{II}} \), \( C_2^{\text{II}} \) are the values of consumption when both banks receive a high or low signal, respectively, and \( C_A \) and \( C_B \) are, respectively, the values of consumption at island A and B when the bank at A experienced a high signal and that at B a low signal.

To compare gross and net settlement systems, we construct the difference in their expected utility, \( \Delta = EU^G(\cdot) - EU^N(\cdot) \). We establish the following results.

**Proposition 2.** A gross settlement system is preferred \( (\Delta > 0) \) when there is (i) a high expected cost of keeping an inefficient bank open \( (\text{low } R_L) \), (ii) a small fraction of compulsive travelers \( (\text{low } 1 - \lambda) \), (iii) a low probability that the state of nature is high \( (\text{low } p_H) \).

**Proof.** See Appendix.

We now illustrate these trade-offs for the particular case of logarithmic utility. In this case, it is easily proved that the optimal contract for an isolated bank is \( C_1^* = 1, C_2^* = R_L^{1/\lambda}, \lambda = L, H \) and therefore speculative bank runs never occur.\(^{17}\) With gross settlement, expected utility is

\[ EU^G(\cdot) = (1-t)p_H^2 \ln(R_H) + p_H p_L \left( (1-t) \ln(C_A) + (1-t) \ln(C_B) \right) + p_L^2 \ln(R_L) \]

With net settlement expected utility is

\[ EU^N(\cdot) = (1-t)p_H^2 \ln(R_H) + p_H p_L \left( (1-t) \ln(C_A) + (1-t) \ln(C_B) \right) + p_L^2 \ln(R_L) \]

\[ + \left( \frac{(1-t)C_1^{\text{II}}}{(1-t)(3-\lambda)} \right) + \left( \frac{(1-t)C_2^{\text{II}}}{(1-t)(3-\lambda)} \right) + p_L^2 \ln(R_L) \]

Assuming \( \lambda < p_H \), it is straightforward to show that: \( \partial \Delta / \partial R_H < 0, \partial \Delta / \partial R_L < 0, \partial \Delta / \partial \lambda > 0, \partial \Delta / \partial p_H < 0 \). Figure 1 presents the limiting frontier \( \delta = 0 \) which separates the values of \( p_L, \lambda, R_L, \) and \( R_H \) for which each system is preferred.

\(^{17}\) The fact that \( C_1^* = 1 \) (contrary to D-D’s model where there is no role for intermediation when \( C_1^* = 1 \)) does not constitute a limitation of our analysis since we focus on information-based bank runs rather than speculative bank runs as in D-D.

\(^{18}\) This corresponds to equilibrium (1) in Proposition 2. Since \( C_1^* = 1 \), equilibrium (2) will only occur if the necessary condition of equilibrium (1) is not fulfilled.
6. Policy implications

Although our model simplifies many aspects of the payment systems, it is useful to evaluate payment system design policy. In many countries, gross real-time payment systems have proliferated, largely due to reduced operating costs for the data processing technology. While this aspect is important, disregarding the opportunity costs of holding liquid assets leaves out an essential dimension of payment systems and results in inefficient system design. Because of the trade-off between liquidity costs and contagion risk highlighted in the model, efficiency effects depend on a full constellation of parameters in addition to the technological dimension.

From that perspective it is helpful to list the main features that have changed in the banking industry in recent years. These trends are well documented in the main industrialized countries.

1) Diminished costs of information processing and transferring;
2) Increased probability of failure;
3) Increased concentration in the banking industry;
4) Increased number of transactions due to mobility;
5) Improved liquidity management.

The implications of our model for these observations are straightforward. The first three observations favor a gross payment system, while the final two favor a net system. In our model we have deliberately abstracted from the reduction in the cost of information processing and simply assumed that it was zero. Given this, the model predicts that a gross payment system is efficient when the probability of bank failure is high. Were this probability to decline sufficiently in the future, a net system might again become more attractive.

Regarding concentration, in our model a larger concentration in the banking industry implies that there are less compulsive travelers since the probability of traveling to another branch of the same bank is larger. With fewer compulsive travelers, a gross system is preferred. Hence increased concentration favors a gross payment system.

On the other hand, the enormous growth in the volume of transactions that the payment system now handles, as well as improved liquidity management techniques that increase the opportunity cost of holding reserves, make a net system more attractive.

The fact that we have observed such extensive development of gross systems suggests that Central Banks weigh the absence of contagion more heavily in their objective functions than the opportunity cost of holding reserves. Whether this weighting scheme is socially optimal deserves further consideration. Were managers given the right incentives so that they would close the inefficient banks, netting would always dominate gross payments. Moreover, were payments backed by a portfolio of high quality loans as collateral, efficiency would be improved by providing a substitute for the loss of bank runs discipline. Finally, a gross system might encourage good banks to create clubs which net among themselves in order to economize on liquidity. Entry in those clubs would be difficult since it confers a

---

19 The Central Banker's preference for gross settlement is clearly stated by Greenspan (1996 p.691): "Obviously a fully real-time electronic transaction, clearing and settlement system, for example one with no float that approximates the currency model, would represent, other things equal, the ultimate in payment system efficiency". The European Monetary Institute also advocates the introduction of a real-time gross settlement system called TARGET (Trans-European Automated Real-Time Gross Settlement Express Transfer System) designed to minimize settlement risk in the booming foreign exchange market.
This final result is a matter of deep concern about the market structure of the banking industry in the next century.

7. Extensions

Our basic framework can be extended in various directions. First, one could examine how bank capital can be used to mitigate contagion risk. Since equity capital reduces risk taking, regulatory theory has suggested imposing minimum capital requirements. In our model this would lead to two potential benefits. On the one hand, since, once we introduce capital, the set of contracts equity holders can offer managers is enriched, they can provide managers with a sufficient stake in bank capital to compensate their private benefits from keeping an inefficient bank open. On the other hand, capital requirements reduce the probability of bank failure and this might decrease the cost of contagion for depositors. The benefits of these two effects must be weighed against the cost of raising bank capital.

Second, interbank suspension of convertibility might mitigate contagion risk in a net settlement system. Suppose the suspension mechanism is defined in such a way that the banks refuse to serve travelers from the other bank in excess of the proportion of compulsive travelers, \( (1 - \delta)/(1 - \lambda) \). This notion of suspension can be interpreted as bilateral credit limits (as in C.M.I.P.S.). Suspension does not affect the strategies of the travelers from the high-

signal bank, but it affects those of the travelers from the low-signal bank. In fact it would ration the travelers from the low-signal bank and might force some of them to withdraw at time 1. Since this forces liquidation of some low-signal bank assets, it improves efficiency. This could support the efficient outcome, \( (W, T, (R, R)) \), as an equilibrium. If in addition to interbank suspension we introduce intrabank suspension conditional on the good state as in Gorton (1985), we also eliminate any speculative bank run in the high-signal island.

Third, changes in bilateral credit limits could replace the lost disciplinary effect of bank runs if they result from peer monitoring (See Rochet and Tirole (1996a) for a theoretical discussion). In our model this extension is straightforward if we view monitoring as allowing a bank to observe the signal of the other bank. When monitoring costs are not "too high", a disciplinary effect is introduced. A bank observing a bad signal on its counterpart will reduce its bilateral credit assessment to zero and force its counterpart to liquidate its assets. Inefficient banks disappear. Thus, absent asymmetric information about investment returns, a netting system dominates gross, as in Proposition 1. 21

Fourth, we can analyze the role of collateral to secure payments in a net system. Notice that if cash is the only collateral asset, netting provides no gains over a gross payment system. Moreover, if we allow for a portfolio of loans to be used as collateral, if valued at their nominal value, the effect is the same in the two systems because ex post the collateral value is

---

20 Private clearing-houses are emerging in the foreign exchange market. Examples include Echo in London, MultiNet in the U.S., and the global clearing bank called Group of Twenty, which comprises 17 of the world's largest banks and plans to create a 24-hour organization for foreign exchange settlements within the next few years. (See The Economist (1996a) March 16th, p.83 and The Economist (1996b) April 26th, p.18).

21 If bilateral credit limits could be changed costlessly, the functions of the settlement system would be taken over by the interbank lending market. The difference with the interbank market resides in the existence of implicit automatic credit lines in a settlement scheme.
insufficient. On the other hand, if the bank portfolio of loans could be used as collateral once the number of its traveling depositors is known, then the inefficiency of netting is resolved. A bank in which every depositor travels will not find sufficient collateral and will therefore be forced to default. Since this happens only in the case of low returns, inefficient banks disappear.

Fifth, we can also analyze the coexistence of net and gross payment systems, a standard feature in most industrialized countries. Our model implies that by combining the two systems in the right proportions it is possible to improve efficiency. The source of inefficiency under netting is the lack of the disciplinary role of runs. Consequently, by combining the two systems, it is possible to preserve information-based runs (although with fewer agents or smaller payments) while economizing on liquid assets. Our model does not, however, predict that large-value transactions will be executed through the gross settlement, a feature commonly observed. Only if we make the ad hoc assumption that informed depositors make large transactions would we conclude that it is efficient to channel them through the gross payment system and not the small amounts.

Finally, our model could be used to analyze some of the implications of the European Monetary Unification for the payment systems. Suppose the two islands in our model are separate countries, each with its banking regulator. Then it would be possible to study the incentive of the banking regulators to ball out the participants in an international net settlement system in order to avoid systemic risk in the domestic economy. This seems particularly relevant given that the attempt to minimize the systemic risk arising from foreign exchange transactions has shaped the proposed introduction of TARGET.

APPENDIX

Proof of Proposition 1. Assume first that the strategic travelers choose to consume at their home island. In a gross system the bank at a given island solves:

\[
\max U(C_1) + (1-t)(U(C_2) + (1-\lambda)U(\xi)) \quad \text{w.r.t. } (C_1, C_2, \xi, L)
\]

s.t.

(A.1) \[ tC_1^* + (1-t)(1-\lambda)\xi = L \]

and

(A.1') \[ (1-t)\lambda C_2 = R(1-L) \]

which yields \( U'(C_1) = \theta t \) and \( (1-t)(1-\lambda)U'(\xi) = \theta (1-t)(1-\lambda) \) where \( \theta \) is the Lagrange multiplier of the constraint (A.1), from which \( C_1 = \xi \). Notice that \( C_2 > \xi \). Therefore consuming at home is preferred by the strategic travelers.

In a net system consumption contracts in each island are \( C_1^*, C_2^* \), banks store \( L^* \), and leave \( 1-L^* \) in the long run technology, with \( tC_1^* = L^*, \]

\[ (1-t)C_2^* = R(1-L^*) \]

From the first order condition \( U'(C_1^*) = RU'(C_2^*) \) it follows

(A.2) \[ U'(L^*(t/1-t)) = RU'(1-L^*(t/1-t)). \]

Differentiating (A.2) w.r.t. \( t \) we have

\[
U'(C_1^*) \frac{L^*}{t} \frac{dt}{dt} = R^2 U'(C_2^*) \frac{L^*}{(1-t)} \frac{dt}{dt} (1-t) \]

from which

\[
\frac{dt}{dt} = U'(C_1^*) \frac{R^2}{1-t} U'(C_2^*) = U'(C_1^*) \frac{L^*}{t} + R^2 (1-L^*) \frac{U'(C_2^*)}{(1-t)^2}.
\]

Since \[ \frac{L^*}{t} + R^2 \frac{U'(C_2^*)}{1-t} < 0 \] and \[ U'(C_1^*) \frac{L^*}{t} + R^2 (1-L^*) \frac{U'(C_2^*)}{(1-t)^2} < 0 \]

then \( dt/dt > 0 \). Since \( R(1-L^*) \) is the return from the proportion of investment not liquidated, it follows that it declines with \( L^* \). Thus total welfare is reduced and consumption levels in both states are reduced.

Proof of Proposition 2.

We sketch here the main argument. The rest of the proof follows exactly the same lines, so we have not detailed it. A complete proof is available from the authors upon request.
Strategy profiles and candidate equilibria

Since the compulsive travelers' strategy space is a subset of that of the strategic travelers, for each signal it must be the case that if the SF run, so must the CT and if the ST travel so must the CT. As a result, the strategies of candidate equilibria that we label conjectures. The home island is A unless otherwise specified. We use the following convention and notation.

Number of conjecture | Signals | Signals
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>[W, T]</td>
<td>[R, T]</td>
</tr>
<tr>
<td>II</td>
<td>[R, T]</td>
<td>[W, R]</td>
</tr>
<tr>
<td>III</td>
<td>[W, T]</td>
<td>[R, T]</td>
</tr>
<tr>
<td>IV</td>
<td>[W, T]</td>
<td>[R, R]</td>
</tr>
<tr>
<td>V</td>
<td>[W, R]</td>
<td>[R, T]</td>
</tr>
<tr>
<td>VI</td>
<td>[W, R]</td>
<td>[W, T]</td>
</tr>
<tr>
<td>VII</td>
<td>[W, R]</td>
<td>[W, T]</td>
</tr>
<tr>
<td>VIII</td>
<td>[W, R]</td>
<td>[W, T]</td>
</tr>
<tr>
<td>IX</td>
<td>[R, R]</td>
<td>[R, T]</td>
</tr>
<tr>
<td>X</td>
<td>[T, T]</td>
<td>[W, R]</td>
</tr>
<tr>
<td>XI</td>
<td>[T, T]</td>
<td>[W, T]</td>
</tr>
<tr>
<td>XII</td>
<td>[T, T]</td>
<td>[R, R]</td>
</tr>
<tr>
<td>XIII</td>
<td>[T, T]</td>
<td>[R, R]</td>
</tr>
<tr>
<td>XIV</td>
<td>[T, T]</td>
<td>[T, T]</td>
</tr>
<tr>
<td>XV</td>
<td>[W, R]</td>
<td>[W, R]</td>
</tr>
<tr>
<td>XVI</td>
<td>[W, T]</td>
<td>[W, T]</td>
</tr>
</tbody>
</table>

where, for example, conjecture I must be read as follows:
(W, T) means that when \( y_H \) occurs it is optimal for strategic travelers to wait and for compulsive travelers to travel;
(R, R) means that when \( y_L \) occurs it is optimal both for strategic travelers and for compulsive travelers to run, and so on for the other conjectures.

Deposit Contracts

Consumption in the two times is a function of the strategies of the late diers in both islands, which are in turn a function of the signals in both islands.

Let \( C^{i}_K \) denote time 1 consumption under the candidate equilibrium corresponding to the strategy profile of conjecture \( i=I, \ldots, XII \). Define second period consumption when both banks receive the same signal \( K \), under conjecture \( i, \) as

\[
C^{i}_K = \frac{(1-t)C^{i}_K}{1-t}, \quad K=L, H. \]

We will drop the superscript "i" whenever this does not create ambiguity. As in D-B, we assume parameter values such that \( C^{i}_K > 1 \).

Equilibrium Analysis

We now check the incentive to deviate unilaterally from the two equilibria which do exist (which correspond to conjectures I and IX) and the two efficient outcomes that cannot be supported as equilibria (conjectures I and XIII) for a zero measure of late diers.

Conjecture I. \( (W, T), (R, R) \). We will show \( R_S(Y_L) \) (that is running for a strategic traveler that has received signal \( y_L \) is not the optimal strategy. Assume \( y_L \) is observed at A. If a low signal is observed at island B and all the late diers run, the return will be 1. With probability \( P_H \), a high signal is observed at island B, the strategic travelers at B wait and the compulsive travelers at B travel to A bringing assets \((1-t)(1-\lambda)C_H \). The expected payoff from a run is \( p_H U(1) + p_H U(C_H) \), where \( C_H = \frac{1}{1+(1-t)(1-\lambda)} \). When a zero measure of strategic travelers deviate to travel to island B they obtain \( p_H U(C_H) < p_H U(1) \). With probability \( P_H \), they end up in a high-signal bank at A and with probability \( P_L \) they end up at a low-signal bank at B where all the late diers run returning 1. Since \( p_H U(1) + p_H U(C_H) < p_L U(1) + P_H U(C_H) \) conjecture I is not an equilibrium because late diers are better off deviating.

Conjecture II. \( (W, T), (T, T) \) is an equilibrium. Period 2 consumption may take the following values: \( C^{I}_K = \frac{(1-t)C^{I}_K}{1-t} \) are the values if the banks at both islands experience the same signal \( K=L, H \); \( C_A \) and \( C_B \) are the values at island A and B, respectively if the bank at A experienced a high signal and that at B a low signal. To compute \( C_A \) and \( C_B \) consider the time 2 balance sheets of bank A with a high signal and of bank B with a low signal.
\[ A(y_H) \]

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1-t)C_{11}^H)</td>
<td>((1-t)\lambda C_A) (ST)</td>
</tr>
<tr>
<td>((1-t)C_B)</td>
<td>((1-t)(1-\lambda)C_B) (CT)</td>
</tr>
<tr>
<td>((1-t)C_B) (Late driers from B)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1-t)C_{11}^I) (R_H r) + ((1-t)C_B)</td>
<td>(2(1-t)C_A)</td>
</tr>
</tbody>
</table>

\[ B(y_L) \]

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1-t)C_{11}^I)</td>
<td>((1-t)C_B)</td>
</tr>
<tr>
<td>((1-t)(1-\lambda)C_A)</td>
<td>((1-t)(1-\lambda)C_B) (CT)</td>
</tr>
<tr>
<td>((1-t)(1-\lambda)C_A)</td>
<td>((1-t)(2-\lambda)C_B)</td>
</tr>
</tbody>
</table>

From the above balance sheets we obtain two equations:

\[(1-t)C_{11}^I \cdot (1-t)C_B = 2(1-t)C_A \quad \text{and} \quad (1-t)C_{11}^I \cdot (1-t)(1-\lambda)C_A = (1-t)(2-\lambda)C_B\]

whose solutions are:

\[ C_B = \frac{(1-t)(1-\lambda)C_A + 2R_H}{(1-t)(3-\lambda)} \quad \text{and} \quad C_A = \frac{(1-t)(2-\lambda)C_B}{(1-t)(3-\lambda)} \]

since \(R_L < R_H\), where \(C_J\), \(J=A,B\), are the claims of each depositor on bank \(J\)'s assets.

Finally to compute the optimal deposit contract one has to choose \((c_{11}^I, c_A)\)

\[ c_B, c_{11}^I, c_{11}^H \] to

\[ \max t(U(c_{11}^I) + (1-t)[p_H U(c_{11}^H) + p_L U(c_{11}^L)] + p_R D_L (U(c_A) + U(C_B))) \]

\[ c_{11}^I = \frac{(1-t)C_{11}^I}{1-t} \quad c_B = \frac{(1-t)(1-\lambda)C_A + 2R_H}{(1-t)(3-\lambda)} \quad c_A = \frac{(1-t)(2-\lambda)C_B}{(1-t)(3-\lambda)} \]

which yields:

\[ U'(c_{11}^I) = p_H U'(c_{11}^H) R_H + p_L U'(c_{11}^L) R_L + p_R D_L U'(c_A) + U'(c_B) \]

\[ = \frac{(1-\lambda)R_H^2 R_L^2}{3-\lambda} + U'(c_A) \frac{2(2-\lambda)R_L}{3-\lambda} \]

We want to prove that equilibrium 1 exists if and only if the condition we state in proposition 2 holds, namely:

\[ \rho_H U(C_A) + \rho_L U(C_A) > U(C_{11}^I) \]

Notice first that if (A3) holds, we also have:

\[ \rho_H U(C_{11}^H) + \rho_L U(C_B) > U(C_{11}^I) \]

and

\[ \rho_H U(C_{11}^H) + \rho_L U(C_B) > U(C_{11}^I) \]

To check the optimality of \( \mathcal{V}_S(y_H) \) we first compute the payoffs from the different strategies:

- The expected payoff from waiting is \( \rho_H U(C_{11}^H) + \rho_L U(C_B) \). Either the bank at island B has received a high signal and its late driers do not withdraw or it has received a low signal so that the return is \( C_A \).

- Similarly, the expected payoff for a strategic traveler from a deviation to travel is \( \rho_H U(C_{11}^H) + \rho_L U(C_B) \). Therefore, for the strategy \( \mathcal{V}_S(y_H) \) to be optimal, the expected payoff from waiting must exceed that from traveling, which is satisfied since \( C_A > C_B \).

- The expected payoff for a strategic traveler from a deviation to running is \( U(C_{11}^I) \). The necessary condition for \( \mathcal{V}_S(y_H) \) to be optimal is (A4).

To check the optimality of \( \mathcal{T}_S(y_L) \) notice first that the expected payoff from traveling is \( \rho_H U(C_{11}^H) + \rho_L U(C_{11}^L) \), which exceeds that from waiting \( \rho_H U(C_A) + \rho_L U(C_{11}^I) \) since \( C_A > C_B \). Since the expected payoff from running is \( U(C_{11}^I) \), the necessary and sufficient condition for \( \mathcal{T}_S(y_L) \) to be optimal is (A3). Notice that if (A3) is satisfied, both \( \mathcal{T}_S(y_L) \) and \( \mathcal{V}_S(y_H) \) are optimal.

To check the optimality of \( \mathcal{T}_C(y_H) \) notice that it is the optimal strategy if (A3) holds. Recalling that (A3) implies (A5) and observing that \( C_B > C_{11}^I \), the expected payoff from traveling for a compulsive traveler, \( \rho_H U(C_{11}^H) + \rho_L U(C_B) \), exceeds that from a deviation to running, \( U(C_{11}^I) \).
To check the optimality of $T_{CT}(y_L)$ remark that the same conditions of $T_{ST}(y_L)$ apply because the compulsive travelers' strategy set is a proper subset of the strategic travelers' under $y_L$.

Conjecture IX. $((R,R), (R,R))$ is an equilibrium. The proof is obvious. It corresponds to a speculative run in each island.

Conjecture X. $((T,T), (R,R))$ is not an equilibrium. To show that $T_{ST}(y_H)$ is not the optimal strategy, notice that because of the bankruptcy procedure, in equilibrium the strategic travelers in the high-signal island receive less than $C_H$ in expected value. By waiting they receive $C_H$.

Using the same procedure one can show that the other conjectures cannot be supported as Nash equilibria, as there exist profitable deviations.

Finally we show that equilibrium 1 dominates equilibrium 2 for sufficiently low values of $p_{L}^*$. Since

$$U(c_1^{11}+(1-t)[p_{L}^*U(c_1)+p_Hp_L(U(c_A)+U(c_R))]+$$
$$[(1-t)c_1(1-t)c_1U(c_1)+p_Hp_L(U(c_A)+U(c_R)))]$$

we have that a sufficient condition for equilibrium 1 to dominate equilibrium 2 is that $p_{L} < p_{L}^*$, where $p_{L}^*$ solves

$$[1-p_{L}^*U(R_H)+(1-p_{L}^*)p_{L}^*U(R_L)+(1-p_{L}^*)U(R_H)] = U(1)$$

Proof of Proposition 3. Using the envelope theorem we consider changes in $\Delta$ close to the point $\Delta = 0$. (I) To show $\frac{\partial A}{\partial A}$ < 0 notice that $EU^T(\cdot)$ does not depend on $R_L$ and that $EU^T(\cdot)$ is increasing in $R_L$. (II) To show $\frac{\partial A}{\partial A}$ > 0 notice that from the FOC we have $U'(c_1^{11}) = U'(c_1^{11})R_H$, where $c_1^{11}$ is the optimal time 2 consumption in a gross system. Hence, from the assumption of relative risk aversion coefficient superior or equal to 1, it follows that $c_1^{11} > 1$. Notice that

$$\frac{\partial EU^T(\cdot)}{\partial A} = p_{H}^{1-t}\left\{U(c_1^{11}-(1-t)c_1^{11}) U'(c_1^{11})R_H^{1-t} + U'(c_1^{11})R_H^{1-t} \left(\frac{1-t}{(1-t)A}\right)\right\} > 0.$$

On the other hand, since

$$\frac{dC_A}{dA} = \frac{(1-t)c_1^{11}(R_L-R_H)}{((1-t)(3-A))^2} < 0,$$

and

$$\frac{dC_B}{dA} = \frac{2(1-t)c_1^{11}(R_L-R_H)}{((1-t)(3-A))^2} < 0,$$

then $\frac{\partial EU(\cdot)}{\partial A}$ = $p_{H}^{1-t}\left\{U'(c_A) \frac{dC_A}{dA} + U'(c_B) \frac{dC_B}{dA}\right\} < 0$.

Hence $\frac{\partial A}{\partial A} > 0$. (III) To show $\frac{\partial A}{\partial p_H} < 0$ is sufficient to observe that in the high-return state, expected utility is higher under the net system as shown in Proposition 1.
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Table 1: Main Payment Systems, 1992

<table>
<thead>
<tr>
<th></th>
<th>USA</th>
<th>JAPAN</th>
<th>SWITZERLAND</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FEDWIRE</td>
<td>C.N.I.P.S.</td>
<td>B.O.J.-NET</td>
</tr>
<tr>
<td>Starting year</td>
<td>1918</td>
<td>1971</td>
<td>1988</td>
</tr>
<tr>
<td>Gross vs. net</td>
<td>gross</td>
<td>net</td>
<td>net (1)</td>
</tr>
<tr>
<td>settlement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privately vs. publicly managed</td>
<td>public: FED</td>
<td>private: NYCHA</td>
<td>public: Bank of Japan</td>
</tr>
<tr>
<td>Intraday central bank credit</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Payment volume per year in million</td>
<td>68</td>
<td>40</td>
<td>64</td>
</tr>
<tr>
<td>Payment value per year in trillion $</td>
<td>199</td>
<td>240</td>
<td>50</td>
</tr>
<tr>
<td>Average payment in million $</td>
<td>3</td>
<td>6.1</td>
<td>33.4 (2)</td>
</tr>
<tr>
<td>Daily payment value in billion $</td>
<td>797</td>
<td>942</td>
<td>1,198</td>
</tr>
<tr>
<td>Number of participants</td>
<td>11,453 banks</td>
<td>20 settling banks, 119 nonsettling banks</td>
<td>461 banks, securities firms and brokers</td>
</tr>
<tr>
<td>Procedures in case of failure to settle</td>
<td>If overdraft exceeds cap, transaction is rejected or queued</td>
<td>Loss shared among participants; settlement is guaranteed</td>
<td>Ordering bank borrowed from central bank</td>
</tr>
</tbody>
</table>

(1) BOJ-NET offers also a gross settlement system
(2) Only for the Clearing component
Source: IMF.

Figure 1. Main trade-offs between gross and net payment systems

G: gross settlement is preferred
N: net settlement is preferred
1. Albert Marcet and Ramon Marimon
Communication, Commitment and Growth. (June 1991) [Published in Journal of Economic Theory Vol. 58, no. 2, (December 1992)]

2. Atanas Banch
Economics of Scale, Location, Age and Sex Discrimination in Household Demand. (June 1991) [Published in European Economic Review 35, (1991) 1349-1359]

3. Albert Satorra

4. Javier Andrés and Jarmo Saarinen
Wage Determination in the Spanish Industry. (June 1991) (Published as "Pasivos deteminantes de los salarios: evidencia para la industria española" in J. Deloito et al. (eds.) La industria y el comportamiento de las empresas españolas (Eseuors en honor a Juan Moscoso). Chapter 6, pp. 171-190, Alianza Economia)

5. Albert Marcet
Solving Non-linear Stochastic Models by Parameterizing Expectations: An Application to Asset Pricing with Production. (July 1991)

6. Albert Marcet

7. Xavier Claramunt and Alan Kirman

8. Albert Satorra

9. Teresa Garcia-Mil and Thorne J. McGuire

10. Walter García-Fuentes and Hugo Hopenhayn
Entry Restrictions and the Determination of Quality. (February 1992)

11. Guillermo López and Adam Robert Wagstaff
Indicadores de Eficiencia en el Sector Hospitalario. (March 1992) [Published in Moneda y Credito Vol. 196]

12. Daniel Serra and Charles ReVelle

13. Daniel Serra and Charles ReVelle

14. Juan Pablo Nistri

15. Albert Marcet and Thomas J. Sargent

16. Albert Satorra

17. Albert Marcet and David A. Marshall
Convergence of Approximate Model Solutions to Rational Expectation Equilibria Using the Method of Parameterized Expectations. (This issue is included in working paper number 76 of this series. In op. 876, apart from the contents of op. 817, there are other interesting things)

18. M. Autiña Monés, Rafael Salas and Eva Ventura
Consumption, Real after Tax Interest Rates and Income Interventions. A Panel Data Analysis. (December 1992)

19. Hugo A. Hopenhayn and Ajidag M. Wener
Inflation, Liquidity and Asset Trading in a Random Matching Game. (February 1993)

20. Daniel Serra
The Cobasen Covering Location Problem. (February 1993) [Forthcoming in Papers in Regional Science]

21. Ramon Marimon, Stephen E. Speer and Shyam Sunder
Expeditiously driven Market Volatility: An Experimental Study. (March 1993) [Forthcoming in Journal of Economic Theory]

22. Giorgio Giovanni, Albert Marcet and Ramon Marimon

23. Ramon Marimon
Adaptive Learning, Evolutionary Dynamics and Equilibrium Selection in Games. (March 1993) [Published in European Economic Review 37 (1993)]

24. Ramon Marimon and Elias McGrattan

25. Ramon Marimon and Shyam Sunder
Interdeterminacy of Equilibria in a Hyperinflationary World: Experimental Evidence. (March 1993) [Forthcoming in Econometrica]

26. Jarmo Saarinen and Jose M. Labega

27. Xavier Freixas
Short-Term Credit Versus Account Receivable Financing. (March 1993)

28. Massimo Motta and George Norman

29. Jeffery Poland
An Experimental Analysis of Two-Person Reciprocity Games. (February 1993) [Published in Social Science Working Paper 787 (November 1993)]

30. Hugo A. Hopenhayn and Mená E. Mouladajr
Policy Variability and Economic Growth. (February 1993)

31. Eva Vento-Calle

32. Rafael Crespi i Cladera
Previsiones Anti-Crisp y Concentración de la Propiedad: el Poder de Voto. (March 1993)

33. Hugo A. Hopenhayn
The Shocknet. (April 1993)

34. Walter García-Fuentes
Price Competition in Segmented Industries. (April 1993)

35. Albert Satorra and J. Sauri
On the Asymptotic Optimality of Alternative Minimum-Distance Estimators in Linear Least-Variables Models. (February 1993) [Published in Econometric Theory, 10, pp. 862-883]


37. Ramon Marimon and Shyam Sunder
Expectations and Learning Under Alternative Monetary Regimes: an Experimental Approach. (May 1993)

38. Jose M. Labega and Juan Lopez
Tax Simulations for Spain with a Finite Demand System. (May 1993) (Published as "Simulación fiscal para España con un retomo de demanda flexible" in Modern Macroeconomics y Política Fiscal, Manuel Arellano (eds), Chapter 8, (1994), pp. 277-300)

39. Daniel Serra and Charles ReVelle
Market Cycles in Two Compartments: The Pre-Employment Location Problem. (May 1993) [Published in Journal of Regional Science, Vol. 34, no. 4 (1994)]

40. Xavier Cuenca-Morillo

41. M. Autiña Monés and Eva Ventura

42. Werner, D. and Hain and Albert Marcet
Accuracy in Simulations. (September 1993) [Published in Review of Economic Studies, (1994)]
64. Jordi Gali
Monopolistic Competition, Endogenous Markups, and Growth. (September 1993) [Forthcoming in European Economic Review]

65. Jordi Gali

66. Oriol Amat
The Relationship between Tax Regulations and Financial Accounting: a Comparison of Germany, Spain and the United Kingdom. (November 1993) [Published in Research in Accounting in the European Union, edited by A. Socia, Universitat de les Illes Balears, (1996)]

67. Diego Rodriguez and Dimitri Verme
Decentralization and the Management of Competition. (November 1993)

68. Diego Rodriguez and Thomas M. Stock
A Regulation Test of Semiparametric Index Model Specification. (November 1993)

69. Oriol Amat and John Blake
Content of the Core of Quality Management: a Review or Current Practice in Spain. (November 1993) [Published in Forum, 47, (1994), pp. 19-34]

70. Jeffrey E. Pozen
A Refined Rationale, Evolutionary Model for Behavior in Two Person Reciprocity Games. (November 1993)

71. Lisa Beth Tite
Economic Applications of Genetic Algorithms as a Markov Process. (June 1993)

72. Ángel López
The Demand for Private Transport in Spain: A Microeconomic Approach. (December 1993)

73. Ángel López

74. Antonio Calafate
Stochastic Regressor Dynamics. (December 1993)

75. Antonio Calafate and Takuo Hori
Heterogeneous Beliefs, Wealth Accumulation, and Asset Price Dynamics. (February 1993, Revised: June 1993) [Published in Journal of Economic Dynamics and Control, 20, (1996), pp. 1073-1100]

76. Juan Pablo Nino-Frutos
More on the Time Inconsistency of Optimal Monetary Policy. (November 1993)

77. Lisa B. Tite
Income Distribution and Growth: A Re-examination. (December 1993)

78. José Maria Maria Vigueras and Hitoshi Suda

79. Ángel de la Fuente and José María Marias Vigueras

80. Jordi Gali
Expectations-Driven Spatial Phenomena. (January 1994)

81. Josep M. Argilés
Survey on Commercial and Economic Collaboration Between Companies in the EEC and Former Eastern Bloc Countries. (February 1994) [Published in Revista de Estudios Europeos, no. 4, (1994), pp. 21-36]

82. German Rojas
Optimal Taxation in a Stochastic Growth Model with Public Capital: Crowding-in Effects and Stabilization Policy. (September 1993)

83. Ivanova Alonso

84. Rohit Rathi

85. Jordi Gali and Fabrizio Zilibotti
Endogenous Growth and Poverty Traps in a Cowanian Model. (November 1993)

86. Jordi Gali and Richard Clarida

67. John Ireland
A DPP Evaluation of Efficiency Gains from Channel-Manufacturer Cooperation on Case Colors. (February 1994)

68. John Ireland
How Producers' Case Volumes Influence Supermarket Shelf Space Allocations and Profits. (February 1994)

69. Fabiozi Zilibotti
Foreign Investments, Enforcement Constraints and Human Capital Accumulation. (February 1994)

70. Vladimir Marinov and David Serra
Probabilistic Maximal Covering Location Models for Congested Systems. (March 1994)

71. Giorgio Giorgi

72. Raffaella Giordano

73. Jean-Paul Fitte
Aspects Macroeconomiques des Guets Sanitarios en el Proceso de Convergencia Europea. (Enero 1994)

74. David Serra, Samual Ratish and Charles ReVelle

75. Oriol Amat, John Blake and Jack Dowda

76. Albert More and David R. Marshall
Solving Nonlinear Rational Expectations Models by Parameterized Expectations: Convergence to Stationary Solutions (March 1994)

77. Xavier Sala-i-Martin

78. Xavier Sala-i-Martin

79. Xavier Sala-i-Martin
Cross-Sectional Regressions and the Empires of Economic Growth (May 1994)

80. Xavier Cuadras-Corell
Perpetual Motion of Exchange (Can Ice Cream Be Money?) (May 1994) [Forthcoming in Journal of Economics Ostecheft for NominalMonetary]

81. Esther Martinez Garcia
Progressividad y Gasto Fiscal en el Impuesto Personal sobre la Renta (Mayo 1994)

82. Robert J. Barro, N. Gregory Mankiw and Xavier Sala-i-Martin
Capital Mobility in Neoclassical Models of Growth (May 1994)

83. Sergi Jiménez-Martin

84. Robert J. Barro and Xavier Sala-i-Martin
Quality Improvements in Models of Growth (June 1994)

85. Fernando Buyuk and Raffaella Giordano
Optimal Wage Inflation in a Reputation Model of Monetary Policy Credibility (February 1994)

86. Christian Helmsen and Yuriy Yegorov
The Dynamics of Migration in the Presence of Chaos (June 1994)

87. Walter Garcia-Fontes and Maximino Mata
Quality of Professional Services under Price Floors (June 1994) [Published in Revista Española de Economics, edificio monográfico, (1995), pp. 165-181]

88. Jose M. Buiti
Basic Research, Product Innovation, and Growth. (September 1994)

89. Oriol Amat and John Blake and Julia Clarke
Bank Financial Analyst's Response to Lease Capitalization in Spain (September 1994) [Published in International Journal of Accounting, no. 20, (1995), pp. 231-243]

90. John Blake and Oriol Amat and Julia Clarke
91. Anwar Buch and Shayt Sander. Tracking the Invisible Hand: Convergence of Double Auctions to Competitive Equilibrium. (Revised: July 1994) [You can find a revised version of this paper at the Web page]


93. Albert Carreras and Xavier Tafunell. National Enterprise: Spanish Big Manufacturing Firms (1917-1990), between State and Market (September 1994)

94. Ramon Fusté-Oller and Massimo Mota. Why do Owners of their Managers Pay too much for their Acquisitions? (October 1994)


97. Alfonsu Gimeno de la Serna and Walter Garcia-Fontes. Regional Linkages through European Research Funding (October 1994) [Forthcoming in Economic of Innovation and New Technology]


99. Thierry Faussart. Priority Formation and Order Placement Strategies in a Dynamic Order Driven Market (Revised: June 1994) [Finance and Banking Discussion Paper Series (2)]


102. Maria Siat Marc. An Evolving Model of Development of a Credit Market (December 1994)


104. Xavier Sala-i-Martin. Regional Coherence: Evidence and Theories of Regional Growth and Convergence (October 1994)

105. Antoni Borch-Drechsler and Jaqueline Silvestre. Credit Constraints in General Equilibrium: Experimental Results (December 1994) (To be published in the Economic Journal, September 1997) [You can find a revised version of this paper at the Web page]


117. Xavier Sala-i-Martin. The Classical Approach to Convergence Analysis (June 1995)

118. Sergei Matro and Vitali Perelmuter. LCA Solvability of Claim Covering Problem (May 1995)


122. Andrew Scott. Why is Consumption so Seasonal? (March 1995)

123. Gail Amat and John Blake. The Impact of Past Industrial Society on the Accounting Compressiveness-Experience in the UK and Spain (July 1995) (Published in Revista de Estudios Económicos, vol. 44, no. 159, 1996, pp. 531-548)


125. Tico Cordella and Mauro Delia. Intertemporal Counter and Wealth Equilibrium: an Illustration (July 1995)

126. Albert Savras. Asymmetric Robustness in Multi-Sample Analysis of Multivariate Linear Relations (August 1995)


129. Marc Siat. Optimal Pricing under Stochastic Volatility and Stochastic Interest Rates in the Spanish Case (August 1995) [Finance and Banking Discussion Paper Series (3)]


134. Casey B. Mulligan and Xavier Sala-i-Martin. Adoption of Financial Technology: Implications for Money Demand and Monetary Policy (August 1995) [Finance and Banking Discussion Papers Series (5)]


137. Fabio Canova and Albert Marcet. The Poor Stay Poor: Non-Convergence across Countries and Regions (October 1995)


139. Xavier Sala-i-Martin.
141. Nir Dagan.

142. Antonio Ciccone and Kimimori Matsumura.

143. Rasmus Skoby.
Regional Allocation of Skills (December 1995)

144. José V. Rodrigues More.
Shared Knowledge (September 1995)

145. José M. Marín and Rolf Raši.
Information Revelation and Market Incompleteness (February 1996) [Finance and Banking Discussion Papers Series (8)]

146. José M. Marín and Jacques P. Olivier.
On the Impact of Leverage Constraints on Asset Prices and Trading Volume (November 1995) [Finance and Banking Discussion Papers Series (9)]

147. Massimo Nota.

148. Ramon Feuli-Otter and Massimo Nota.

149. Luis Angel Medrano Adín.
Insider Trading and Risk Investment (December 1995) [Finance and Banking Discussion Papers Series (11)]

150. Luis Fuster.
Attraction, Uncertain Lifetime, and the Distribution of Wealth (December 1995)

Consistency and the Walrasian Allocations Correspondence (January 1996)

152. Nir Dagan.
Reconciling and Competition (August 1994, Revised: January 1996)

Implicit Collusion on Wide Spreads (December 1995) [Finance and Banking Discussion Papers Series (12)]


155. Sjak Huisken and Nir Volla.
Information Acquisition and Entry (February 1996)

156. María Sáez Martí.
Bounded Rational Credit Cycles (February 1996) [Finance and Banking Discussion Papers Series (13)]

157. Dario Acremoni and Fabioio Zillichio.
Agglomeration in the Process of Development (February 1996) [Finance and Banking Discussion Papers Series (14)]

158. Antonio Ciccone and Kemal Atalay.
Efficiency and Equilibrium with Locally Increasing Aggregate Returns Due to Demand Complementarities (January 1996)

159. Antonio Ciccone.
Rapid Catch-Up, Fast Convergence, and Persistent Underdevelopment (February 1996)

160. Xavier Cuadras-Morral and Randall Wright.
On Money as a Medium of Exchange when Goods Vary by Supply and Demand (February 1996) [Forthcoming in Macroeconomic Dynamics]

161. Roberta Bergin.
A Cognitive Map of the Nash Program and the Theory of Implementation (March 1996)

162. Pygros Aragostis and Zofia Norma.
Strategic Ambiguity in Electoral Competition (January 1996; Revised: April 1996)

163. Enrico Spada.
Negotiation and the Emergence of Ideologies (January 1994; Revised: December 1995) [Published in Journal of Theoretical Politics, vol. 6, n. 4 (1997), pp. 189-210]