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Morphodynamic Analysis of Cerebral Aneurysm
Pulsation From Time-Resolved
Rotational Angiography
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Abstract—This paper presents a technique to estimate and
model patient-specific pulsatility of cerebral aneurysms over one
cardiac cycle, using 3D rotational X-ray angiography (3DRA)
acquisitions. Aneurysm pulsation is modeled as a time varying
B-spline tensor field representing the deformation applied to
a reference volume image, thus producing the instantaneous
morphology at each time point in the cardiac cycle. The estimated
deformation is obtained by matching multiple simulated projec-
tions of the deforming volume to their corresponding original
projections. A weighting scheme is introduced to account for
the relevance of each original projection for the selected time
point. The wide coverage of the projections, together with the
weighting scheme, ensures motion consistency in all directions.
The technique has been tested on digital and physical phantoms
that are realistic and clinically relevant in terms of geometry,
pulsation and imaging conditions. Results from digital phantom
experiments demonstrate that the proposed technique is able to
recover subvoxel pulsation with an error lower than 10% of the
maximum pulsation in most cases. The experiments with the phys-
ical phantom allowed demonstrating the feasibility of pulsation
estimation as well as identifying different pulsation regions under
clinical conditions.

Index Terms—Image registration, motion analysis, three-dimen-
sional rotational angiography, X-ray imaging.
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1. INTRODUCTION

EREBRAL aneurysms are pathological enlargements of

brain arteries commonly located at the Circle of Willis
[1]. When they rupture, spontaneous subarachnoid hemorrhage
usually follows, causing high morbidity and mortality rates
[1], [2]. Morphological characterization has been reported to
provide indicators for monitoring the growth of intracranial
aneurysms, as well as for correlating it with rupture events
[3]-[5]. However, such techniques only consider static morpho-
logical information such as size and aspect ratio. On the other
hand, it has been observed that aneurysms pulsate over the
cardiac cycle [6]-[8] and rupture sites coincide with the areas
of pulsation [9]-[11]. If such correlation exists, the availability
of a robust morphodynamic analysis tool has the potential of
impacting treatment selection and preoperative planning of
cerebral aneurysms. Nonetheless, a small motion range that
can go below the image resolution makes the morphodynamic
analysis practically challenging. Dempere et al. [12] proposed
a motion estimation method from dynamic biplane digital
subtraction angiography (DSA) using 2D nonrigid image
registration. Their recent work [13] extended this approach
by postprocessing the recovered motion curve in the Fourier
domain. Since DSA images are captured from a single point of
view, motion was only partially estimated. Various techniques
have been proposed for motion estimation and dynamic recon-
struction. Most of them, e.g., dynamic CT [14], use a subset
of projections belonging to the same motion state according to
a time reference signal such as the electrocardiogram (ECG),
and use this subset to reconstruct the object at that motion state.
However, they are not tailored to wall motion estimation in
cerebral aneurysms.

Movassaghi et al. [15] presented in-human 4D coronary
artery reconstructions using an ECG-gated 3D tomographic
reconstruction from projection images [16]. The promising
results counterbalance the strong requirements in the imaging
protocol and preprocessing. Schifer er al. [17] reconstructed
moving coronary arteries by shifting voxel positions according
to a motion vector field. This method is only applicable to
voxel driven cone-beam filtered back-projection (FBP) recon-
struction approaches [18], [19] with an a priori known motion
model. To perform gated reconstruction, the authors introduced
a weighting factor into the FBP formulation according to the
cardiac phase of the projections. Unfortunately, streak artifacts
associated to FBP algorithms were not completely eliminated.
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Blondel er al. [20], [21] computed a 4D B-spline deforma-
tion field of coronary arteries. A static 3D centerline model
reconstructed at one cardiac phase was used to fit all projection
images. Nonetheless, the centerline model is not suitable for
aneurysm geometries in providing local deformation. Zeng et
al. [22] also estimated 4D thorax respiratory motion during
one cone-beam computed tomography (CBCT) acquisition
using B-spline deformation. The need for two acquisitions
(the reference CT and the CBCT projections) does not only
increase patient exposure to radiation, but also might lead to
misinterpret intrinsic organ motion as respiratory motion.

Several approaches were proposed for performing 2D motion
correction and then reconstruct the 3D image from the motion-
compensated 2D projections [23], [24]. They have been success-
fully applied to coronary artery or stent reconstruction. How-
ever, we aim at recovering the 3D motion instead of removing it
from the 2D projections. Furthermore, neither constraining mo-
tion to be affine [24] nor using the centerline model [23] are suit-
able options for the analysis of aneurysms. We therefore propose
to model the aneurysm pulsation in the 3D space rather than in
the space of the individual 2D projections.

Our previous work [25] presented a general framework to es-
timate 3D aneurysmal wall motion over one cardiac cycle from
3D rotational X-ray angiography (3DRA) acquisitions. In this
paper, the presented methodology models cerebral aneurysm
pulsation as a time varying B-spline tensor field. It is applied
to a reference volumetric image to estimate the instantaneous
deformation at any time point in the cardiac cycle. The optimal
B-spline transformation is obtained by matching multiple simu-
lated projections of the deforming volume to the corresponding
original projections. The transformation continuity and smooth-
ness not only preserves the image resolution of the 3DRA refer-
ence volume, but also enables to recover subvoxel pulsation. A
weighting scheme is introduced to account for the relevance of
each projection to the estimated time point. The wide coverage
of the projections, together with the weighting scheme, ensures
motion consistency in all directions. The use of only one stan-
dard acquisition performed during an endovascular treatment
does not expose patient to additional radiation risk and facili-
tates its clinical take-up.

The subsequent sections are organized as follows. In Sec-
tion II, the proposed methodology is explained in detail. Sec-
tion III shows the experiments carried out on various digital
phantoms for the quantitative evaluation of our method. Sec-
tion IV reports the results obtained from physical phantoms, to
demonstrate the feasibility of our method. Discussion and con-
clusions are summarized in Sections V and VI, respectively.

II. METHOD

During a 3DRA acquisition, a rotational sequence of cone
beam X-ray projections are first obtained and then used to re-
construct a 3D volumetric image. In addition, a physiological
signal (e.g., ECG or blood pressure) synchronized to the projec-
tions can be recorded. Typically, more than 100 projections are
obtained during 4 s, at constant time intervals and uniformly dis-
tributed over more than 200° along a circular trajectory. Thus,
the vascular motion occurring during the acquisition is captured
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Fig. 1. Creation of a canonical cardiac cycle according to the original rotational
projections and the synchronized physiological signal.
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in the 2D projections. However, since only a single volume is
reconstructed, it does not provide the 3D dynamic morphology.

The objective of our work is to retrieve the time-resolved
morphology of the imaged region by combining the 3D volume,
the projections and a synchronized physiological signal. First,
according to the cardiac cycles in the physiological signal,
the projections are reordered to build one normalized cardiac
cycle containing all of them (original projections). This step
is detailed in Section II-A (Fig. 1). Then, at each time point
in the normalized cardiac cycle, a 3D-to-multiple-2D image
registration procedure is performed (Fig. 2). During this step,
the 3D volume (reference volume) is iteratively deformed (Sec-
tion II-B) to maximize the similarity (Section II-D) between
the original projections and their corresponding simulated
projections. The simulated projections are calculated from the
deformed volume through a ray casting process (Section II-C).
The contribution to the similarity from each pair of original and
simulated projections is weighted according to the temporal
difference between the original projection and the current
estimation.

A. Creation of a Canonical Cardiac Cycle

Initially, the original projection sequence O of size N is used
to reconstruct the reference volume. As shown in Fig. 1, a physi-
ological signal is recorded synchronously with O. Since in prac-
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tice, the waveform of the physiological signal can vary from
cycle to cycle, each cycle of this signal is extracted and its pe-
riod is then linearly normalized to a time interval [0, 1). All im-
ages in O are sorted by their normalized timestamps to build
one canonical cardiac cycle as

IT={(x)[k=1...N,x€ S, CR*}

where the reordered image I;,(x) lies on the corresponding pro-
jection plane Sj, and is located within the canonical cardiac
cycle at time 73,

0<t; <--- <t <--- <ty <L

B. Deformation Model

The motion at a given instant of time ¢ is represented as a
deformed reference volume

Va(p;t) = V(7 (p;wt))

where the transformation 7 : R® — R maps a point p in V4(p)
to the point q in V(q), w; denotes the time-varying transforma-
tion parameters at t. We have chosen a B-spline based transfor-
mation [26], [27], because it is not only smooth and continuous
but also computationally efficient due to the local control of the
basis functions. The transformation for any set of parameters w

is given by
T(p;w)=p+ZB(p;3’ )wc (1)

where B( - ) is the 3D tensor product of 1D cubic B-spline basis
functions, defined on a sparse grid of control points p®, being
c the index of the control points, and A€ the width of the func-
tions. Because of these short basis functions with limited sup-
port, the B-spline transformation can only represent a subset of
all possible deformation fields [26]. However, this limitation of
the basis functions also provides an implicit regularization of
the transformation.

C. Generation of Simulated Projections

In this paper, a simulated projection I (x) is calculated from
V(p) through a ray casting procedure [28], [29] in order to ap-
proximate the X-ray attenuation imaging process [30]. Starting
from each pixel x in the projection, a ray L x is casted through
the volume to meet the X-ray source point s (Fig. 3). The pixel
intensity of T (x) is then defined as the integral of the volume
intensities V (v) for every point -y lying on L x

f(x) = /£ V(y)dy =~ Z a¢ V(pe) 2)

. s,%

where £ is the index of the sampled voxel points p, along L «,
and ay the sampling weight, the distance between two consecu-
tively sampled points p, and p¢41. On each of the original pro-
jection planes Si, such a simulated projection can be generated
by ray casting V4 (p; t). The sequence of simulated projections
is denoted as

T={l(x)[k=1...N,x € S C R*}.
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Fig. 3. Overview of the ray casting algorithm to compute the simulated projec-
tion I(x).

7T reflects the morphology at time ¢ from various projection
views. Note that for each image I x(x), a valid ray region Ry,
is defined so that only those rays intersecting the volume are
evaluated. For the rest of the pixels, their intensity value is set
to zero.

D. Similarity Measures

During the registration process at an instant of time ¢ in the
canonical cardiac cycle, the corresponding deformation param-
eters w; are determined by matching the simulated projections
to the original projections

wy = argngn {M(w;t) = Zu(t,tk) D(fk(w),fk)} 3)

k

where M () is the metric that sums up a weighted similarity
measure between each original and simulated projection pair,
D( ) the similarity metric, and () the weighting factor ac-
counting for the temporal proximity between two projections.

1) Similarity Measures Between Two Images: As simulated
projections are approximations of the original projections, the
image intensity ranges are different, therefore mutual informa-
tion has been used in our work

Do) =~ S S tw o 2

where p(u) and p(v) are, respectively, the marginal probability
distributions of the intensity values of Ij, and Iy, and p(u, v)
the joint probability distributions of these two images. Here
u,0 < u < Hand v,0 < v < H are the indices of uni-
formly sized histogram bins along the respective dimensions of
the joint histogram.

Histograms are approximated using Parzen windows for the
probability calculation [31], [32]. Let (%) and 5®) be a zero-
order and a cubic B-spline Parzen windows. The joint histogram
is then given by

pup)=a 3 4O (u - M’X%)

XER
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where ¢ is a normalization factor that ensures ) p(u, v)=1, iy,
and 77, the minimum intensity values, and éh and Ah the inten-
sity bin sizes. The marginal histogram of I}, is computed as

p(v) =Y plu,v).

As I}, is independent from the transformation, its marginal prob-
ability can be precomputed as

o= 3 0 (o= B,

XER

2) Weighting Temporal Proximity: For the kth projection
plane S, I, is acquired at ¢y, whereas I «(w) represents the esti-
mated motion state at ¢. If ¢, is sufficiently close to ¢, the differ-
ences between the motion state at these two time points should
be small, implying the two images should be very similar. Oth-
erwise, large differences should be expected. Hence, I} should
have a reduced impact on determining w. Thus, the weighting
factor p(t, ty) is a symmetric operator centered at ¢ and should
satisfy

[t —t1] > |t — ta] = p(t, t1) < p(t, ta).
In this paper, a cosine power function is used [33]

A ( ﬂ) if |t —t| < [
cos™ (m if |t
t.t = 6 ? 2
plt, te) {0, otherwise.

This function can be shaped easily by the modification of the
exponent. With 0 < A < 2, very small values at the window
boundaries are avoided. For our experiments, A = 2 was used.
In addition, the finite support of this function window width ¢
reduces the computation only to the projections within the time
interval [t — 6/2,t + 6/2].

By combining information from the projections at adjacent
time points, motion can be estimated at any time point within
the cardiac cycle. Note that it also limits the level of detail of the
temporal evolution of the estimated motion due to the smoothing
effect introduced by interpolating the projections. Therefore, the
value of ¢ should be chosen as a trade-off between the local pul-
sation variation and the number of projections available within
this time interval. However, as pulsation is not known a priori,
a fixed window width can be chosen for all the selected time
points over the cardiac cycle. As shown by our experiments,
the presented weighting scheme enforces continuity of the re-
covered deformation in time, and adequately accommodates for
heart rate variations.

E. Optimization Strategy

The success of image registration depends on the optimiza-
tion of the image matching metric. A wide range of optimization
methods can be considered to minimize the metric in (3). Since
the number of parameters characterizing the transformation is
large, and the metric is explicitly differentiable, gradient-based
methods are a natural choice. The L-BFGS-B method [34] is
used, which searches the optimum according to the gradient
and a low-rank approximation of the Hessian of the metric. The
analytical computation of the metric gradient is detailed in the
Appendix.
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TABLE 1

DESIGN PARAMETERS FOR DIGITAL PHANTOM STUDIES
Parameters Type 1 Type I
Dome shape Irregular Spherical
Dome diameter (mm) 8-12 10
Vessel shape Toroidal Cylindrical
Vessel diameter (mm) 4 4
Pulsation waveform Sinusoidal Physiological
Pulsation frequency (bpm) ~90 ~60
Pulsation amplitude range (mm) 0.08-0.48 0.41-0.69
Frame rate (Hz) 25 30

0.162 or 0.312
0.3%

0.162 or 0.312
0.33

Projection spacing (mm?)
Volume spacing (mm?)

Fig. 4. (a) An illustration of measures referred to as depth, width, and length.
Simulated projections of (b), (c) Type I and (d) Type II phantoms. Arrows indi-
cate bleb regions.

III. DIGITAL PHANTOM EXPERIMENTS

Before analyzing patient data, our method has been validated
using digitally simulated aneurysm phantom models, allowing
to study the influence of various factors on its performance. Ge-
ometry, pulsation, and imaging conditions were simulated to be
realistic and clinically relevant. The modeling parameters are
summarized in Table I.

A. Experimental Design

1) Geometry: Two types of phantoms were created as smooth
combinations of primitive geometries such as spheres, cylin-
ders, and tori of different sizes (Fig. 4). Type I phantoms pre-
sented an emerging bleb on an irregularly shaped dome attached
to a toroidal vessel of 4 mm in diameter, whereas Type II phan-
toms consisted of a 10-mm-diameter spherical dome attached
to a 4-mm-diameter cylindrical vessel. For each phantom, a se-
quence of geometries was generated to represent the ground-
truth pulsation in several cardiac cycles. The phantom geometry
smoothly changed according to a predefined pulsation wave-
form and was sampled at a finite number of time points.

2) Pulsation: For Type 1 phantoms, periodic sinusoidal
waveforms were used to create wall displacements, e.g.,
Fig. 5(a). For Type II phantoms, pulsation was generated from
a parametric biomechanical model according to a pressure
waveform, the mechanical properties of the wall, and the ge-
ometry. In this model, the fluid-dynamic equations describing
the haemodynamics inside the vessel are coupled with the
structural equations describing the surface pulsation. The equa-
tions were solved by finite element analysis using COMSOL
Multiphysics V3.4 (COMSOL Inc., Burlington, MA). Details
of the modeling can be found in [35]. To the best of our
knowledge, in vivo measurements of such properties close to
cerebral aneurysms are not available in the literature. Therefore,
literature values from arteries belonging to the Circle of Willis
were set to the dome [36], [37]: a thickness of 0.050 cm, a
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Fig. 5. Pulsation waveforms expressed as maximum wall displacement. (a) Si-
nusoidal waveform under ideal conditions, with pulsation amplitude range of
4% of the dome diameter for a 10-mm Type I phantom. Images are captured
and repeated at the same time for each cycle, e.g., the seventh images corre-
spond to exactly the same pulsation state (boxes). (b) Physiological waveform
under: ideal conditions, WP1, and realistic conditions, WP2 (two cycle wave-
forms, CP1 and CP2, occurring alternatively).

tissue elastic modulus of 0.8 MPa, and a hypertensive blood
pressure range of 100—170 mmHg. Bleb regions (Fig. 4) were
assigned to have a slightly higher pulsatility, whereas vessel
regions were set to be wall compliant. Pulsation amplitude
range (0.08-0.69 mm) was less than 7% of the dome diameter,
consistent with literature studies: 6% in [38], 0.7 mm (14%)
in [37], 0.2-0.35 mm (2%-3%) in [39] and 0.24-0.25 mm
(3.8%—4.5%) of arterial wall motion in [40]. Periodic (WP1)
and aperiodic (WP2) pulsation waveforms were considered,
and an example is shown in Fig. 5(b). For WP2, two cycles,
CP1 and CP2, different in amplitude and period, are combined
alternatively to create an aperiodic waveform.

3) Simulated Volume and Projections: To recreate realistic
3DRA imaging, a flat panel system Allura Xper FD20 (Philips
Healthcare, Best, The Netherlands) was chosen as a reference.
First, a sequence of volume images was generated from the se-
quence of ground-truth geometries. Voxel intensities were ob-
tained as a function of the signed distance from the voxel to the
object surface, usually known as distance transform. The result
is a binary image with a constant value inside the object and an-
other value outside, but with a blurred band of 0.5 mm around
the surface. Each image has approximately 503 cubic voxels
of 0.3 mm each side. Then, this volume sequence was used to
simulate the original projections as described in Section II-C.
The physical size of the projection images is (160 mm)?, being
the X-ray source to detector distance and source to isocenter
distance 1195 mm and 810 mm, respectively. The rotational
acquisition captures more than 100 projections uniformly dis-
tributed along a circular trajectory of over 200° at a frame rate
of 25-30 Hz. They were simulated with two sets of image res-
olutions: 10242 and 5122 pixels.

4) Simulated Temporal Information: The ground-truth vol-
umes and the original projections had two types of temporal re-
lations. Under ideal conditions, the phantom pulsates period-
ically and is projected at exactly the same pulsation states in
every cycle. In Fig. 5(a), projections are captured during a pe-
riod comprising seven cardiac cycles, e.g., the seventh projec-
tion (boxes) in each cardiac cycle always has the same time-
stamp in the canonical cardiac cycle, and therefore reflects the
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same phantom pulsation state. As a result the ground-truth pul-
sation in the canonical cardiac cycle is known, allowing to de-
termine the motion estimation errors. Under realistic conditions,
the phantoms experience cardiac cycle variations both in pulsa-
tion amplitude and frequency, such as in Fig. 5(b). Such slight
variations are likely to happen, limiting our method to recover
an averaged morphodynamic behavior due to the use of the
weighting scheme.

B. Results

Once an aneurysm is located, physicians routinely perform
manual measurements to evaluate the lesion extent and to plan
the most suitable treatment. Typically, aneurysm dome diame-
ters and volume are calculated. Therefore, these two measures
were chosen to quantify the global pulsation in our studies
as well. Fig. 6 shows for both types of phantoms diameter
and volume variations over time with respect to the reference
volume. Three diameters are measured as the main axes dimen-
sions of the aneurysm, viz. dome depth, length and width, as
shown in Fig. 4(a). Results indicate that the estimated temporal
evolution of the dome volume is more accurate than that of
the diameter. Such difference can be explained by a higher
sensitivity of diameters to local errors in motion estimation
which are less critical in global volume estimates. Note that for
Type II phantoms under realistic conditions [Fig. 6(c) and (f)],
our method obtains an averaged approximation of the motion
during the whole acquisition.

In fact the pulsation amplitude is expected to change at dif-
ferent locations on the aneurysmal wall [12], [13], indicating
weaker regions, which could potentially become rupture sites.
In this paper, the point-to-surface distance was used to approx-
imate local pulsation amplitude. The geodesic active contour
[41] segmentation algorithm was used to obtain the aneurysm
surfaces. Fig. 7 shows for a Type I phantom with 4% pulsation
of 12-mm dome (equivalent to a pulsation range of —0.24 to
0.24 mm), the color-coded estimated pulsation amplitude dis-
tribution for eight selected time points in the canonical cycle.
Ground-truth color maps indicate that the bleb experiences the
largest wall displacements, being in agreement with our esti-
mates. Note that in our experiments, the maximum pulsation
amplitudes are smaller than the voxel size. Nonetheless, our
method was able to estimate and recover it, mainly due to the
transformation properties: continuity and smoothness.

The following experiment was performed to analyze the im-
pact of the weighting window width 6, and to find a criterion
of choosing the optimal ¢. First, with a large 6, the blurring of
larger pulsation variation regions is caused by the effect of aver-
aging more projections. Second, with a smaller 6, less pulsation
variation is considered resulting in a more precise estimation,
but the less projections are provided, the more probable the par-
tial pulsation estimation. Results for Type II phantoms under
realistic conditions using various weighting window widths are
reported in Fig. 8. With § < 10% in general our method is able
to capture the pulsation. However, results with 6 < 5% better re-
cover the two-peak pulsation waveform. Note that in our case,
even for 6 = 3.33% there are in average four projections per
weighting window. Therefore, in practice choosing the value of
6 between 5%—-10% is a good choice, preserving the balance
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(c) 3.33% of the canonical cycle.

between local pulsation variation and the number of projections  ison is necessary. Thus, a relative estimation error at time point
available within this time interval. We chose 6 = 5% for the ¢ in the canonical cardiac cycle is defined as
remaining experiments in this paper.
Although ground truth and the estimates are in good quali-
tative agreement, a more comprehensively quantitative compar- e(t) = 100 x

)

m.(t) - my(t) ‘

Mg
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Fig. 9. Boxplots of ¢ in volume changes at 16 time points over the canonical cardiac cycle under ideal conditions, for Type I phantoms with diameter 8, 10, and
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control points: 82, pixel size (mm?): 0.312. (c) B-spline control points: 82, pixel size (mm?): 0.162.

where m, and m, represent the pulsation measurements (e.g.,
volume), m,(¢) the ground-truth measurement at ¢, m,.(¢) the
corresponding estimated measurement, and 1, the range of
variation for m(t) over the canonical cycle. As a result, the
error e expresses the estimation error as a percentage of the pul-
sation range.

Fig. 9 summarizes the relative volume error € in boxplots
[42] to represent the results for 12 cases of Type I phantoms
with diameter 8, 10, and 12 mm, each having maximum pul-
sation amplitudes of 1, 2, 3, and 4%, respectively. In all cases,
our method was applied to 16 evenly sampled time points using
projection image resolutions of (0.31 mm)? or (0.16 mm)? and
a number of B-spline grid control points of 52 or 83 in a re-
gion of about (15 mm)?3. In most cases, the error is less than
10% of the pulsation range. And the larger and the more pul-
sating is the aneurysm, the smaller the recovered relative volume
error. Furthermore, Fig. 9(a) and (b) illustrate that the benefit
from having more control points is not significant. A possible
explanation is that, as the fine grid increases dramatically the
number of optimization parameters, the method becomes more
sensitive to the noise present in the data. In our studies, the opti-
mization was not able to handle more than 10 control points per
axis, 6591 estimated parameters in total. On the other hand, be-
cause of the sparse derivative matrix described in the Appendix,
the computational time does not increase significantly with a
larger number of control points. Fig. 9(b) and (c) suggest that
the resolution of the original and simulated projections can be
reduced without significantly degrading the accuracy of the final
estimation. Similar findings have been mentioned in [43]. For
this reason, for the remaining experiments with digital phan-
toms, projection image resolution was fixed to (0.31 mm)? and
a number of B-spline grid control points of 8% in a region of
about (15 mm)3.

C. Discussion

As the expected cerebral aneurysmal motion range is very
small, e.g., subvoxel, accurately estimating such dynamic mor-
phology is challenging. For this reason, in this section we eval-
uate the impact of different factors that might affect the motion
estimation accuracy.

1) Effects of Head Movement: Although patients are usu-
ally sedated during the acquisition, slight head movements

might happen. In our work, head movements were simulated
when acquiring each original projection, by adding a 4-de-
gree-of-freedom rigid movement, i.e., three translations and
a rotation along the gantry trajectory. In the first set of ex-
periments, for each original projection, randomly generated
translations within the range of the maximum pulsation am-
plitude and a rotation within 0.1° were added to the reference
volume before projecting it. Fig. 10(a) shows the relative
volume errors using the same set of phantoms as used in Fig. 9.
Results suggest that although slight head movements degrade
the performance, the accuracy of the method is still satisfactory
as most errors are bounded and below 10%. In [44], head
movements are observed to be less than 0.5 mm during the first
5 min. In the case of a 3DRA acquisition, patient is positioned
in the same manner but for a shorter time, and in a second set of
movement simulations, the randomly generated translations and
rotation ranges were set to be 0.25 mm and 0.1°, respectively.
As shown in Fig. 10(b), the error raises dramatically under this
condition, since the introduced head movements can be even
larger than the pulsation. Therefore it is necessary to guarantee
immobility of the patient.

2) Effects of Scattering and Noise: X-ray projections are
measured from photon counts, which are always degraded
by scattered photons, and quantum noise is dominated by the
Poisson effect. In order to study their influence, scattering
and noise are simulated and added to the scattering-noise-free
projections. Scattering is modeled using convolution filtering to
blur the projections. A 2D Gaussian function with a full-width
at half-maximum (FWHM) of 75 pixels (i.e., 23.4 mm) and
a scatter-to-primary ratio (SPR) of 10% was convolved with
the projections [45]. Then quantum noise is simulated using a
Box-Muller approximation of a Gaussian distribution, which is
representative as the number of photons emitted is sufficiently
high [46]. The resultant Gaussian noise has a zero mean and
standard deviation of 2.5% of the maximum value of the scat-
tered image signal [47]. In practice, the SPR and the amount of
noise might be even larger. Results are shown in Fig. 10(c). The
performance is slightly degraded by scattering and noise, but
the error is still less than 10% in most of the cases. Cases with
higher pulsation and larger size are less affected, thus providing
a similar error range as obtained from scattering-noise-free
experiments shown in Fig. 9(b).
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Fig. 11. (a) The ground-truth volume at the averaged state. (b) Volume recon-
structed using FBP reconstruction algorithm, showing some undesired artifacts.
(c) Boxplots of € in volume changes at 16 time points over the canonical cardiac
cycle using three types of reference volumes (FBP1, FBP2, and GT). Case A,
diameter 8 mm with 1% pulsation; Case B, 10 mm with 3%, and Case C, 12 mm
with 3%.

3) Effects of Reference Volume Selection: In clinical prac-
tice, although 3DRA images are filtered to reduce the presence
of reconstruction artifacts, they are not completely removed,
as shown in Fig. 11. Meanwhile, when reconstructed from the
projections with changing morphology, the reference volume
is expected to represent a smoothly averaged state. Three sets
of experiments were performed to study the possible influence
by different choices of the reference volume. In the first set,
the ground-truth volume at the averaged state was used; in the
second set, the reference volume was reconstructed from the
simulated projections of the pulsating phantom, using the FBP
algorithm [19]; and in the third set, the reference volume was ob-
tained the same way as the second set, but the phantom was not
pulsating. We denote these three sets as GT, FBP1, and FBP2,
respectively, for the simplification of explanation. Three Type
I phantom cases were tested: diameter 8§ mm with 1% pulsa-
tion (Case A), 10 mm with 3% pulsation (Case B), and 12 mm
with 3% pulsation (Case C). The estimated relative volume er-
rors are shown in Fig. 11(c). Larger errors were obtained when
using reference volumes from the FBP reconstruction, whereas
results were not substantially different by using FBP1 or FBP2.
However, the error variations introduced by different sizes and
pulsation amplitudes are not significant, either. This suggests
that the artifacts present in the FBP reconstructions introduce a
nonnegligible amount of error in our estimation.

4) Effects of Adding Realistic Background: Besides the
studied aneurysm, patient images also contain other attenuated
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Fig. 12. (a) A digital phantom blended with realistic background (white frame
indicating the aneurysm phantom). (b) Boxplots of € in volume changes at 16
time points over the canonical cardiac cycle for such dataset.

vessels, air, bones, and soft tissues. In order to study their
influence, we have blended Type I digital pulsating phantoms
into a real patient dataset. Once each phantom was placed in
the patient image, the voxels corresponding to aneurysm and
vessel were set to a representative vessel intensity value. An
example of the blended projections and volumes is shown in
Fig. 12(a). Fig. 12(b) shows the relative volume errors using
such simulation dataset. Compared with Fig. 9(b), the errors
are in general larger, and the error variations introduced by
sizes and pulsation amplitudes are smaller. Nonetheless, the
results indicate that adding the realistic background into the
digital phantom experiments does not significantly degrade the
performance, as the errors in most cases are below 10%.

5) Effects of Angular Resolution of the Projections: It is
found that the accuracy and robustness of a 3D-to-multiple-2D
image registration method do not depend solely on the method
itself but also on the number of projections [48]. We have in-
vestigated this factor by downsampling the number of original
projections and using only the subsampled set. The downsam-
pling factors (df) used in our experiments were 2 and 3. As this
factor indeed determines the density of the projections along the
rotational gantry trajectory, we refer to it as angular resolution
of the projections. Fig. 13 summarizes the relative volume er-
rors on these experiments for 12 cases of Type I phantoms. As
can be seen from Fig. 13(a) and (b), reducing the number of
projections by a factor of 2 slightly increases the error. But it
remains below 10% in most of the cases. Fig. 13(c) shows that
the errors are mostly below 20% when reducing the number of
projections by a factor of 3. These experiments indicate that the
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Fig. 13. Boxplots of € in volume changes at 16 time points over the canonical
cardiac cycle for the same phantoms as used in Fig. 9 but with the downsampling
factor: (a) df = 2; (b) df = 3.

Fig. 14. The silicone side-wall aneurysm phantom (/eft) and the Doppler ultra-
sound velocity waveform at the parent vessel inlet (right).

performance increases when the angular resolution of the pro-
jections is higher.

IV. PHYSICAL PHANTOM EXPERIMENTS

The method has also been tested in a real clinical environ-
ment, using a nonrigid silicone phantom under pulsatile flow
conditions. One obstacle is to evaluate the accuracy due to
the absence of ground truth information. Results are evaluated
firstly by visual inspection comparing the simulated projections
from the estimated volumes to the corresponding original
projections. And secondly, they are compared to Doppler
ultrasound flow waveforms obtained in the experimental setup.

A. Data Acquisition

A silicone side-wall aneurysm phantom was used (Fig. 14).
It has a 10-mm-diameter spherical aneurysm dome and
a 4-mm-diameter cylindrical vessel. The phantom was
water-filled and connected to a customized pulsatile pump, a
continuous flow pump (Elastrat, Geneva, Switzerland), and a
liquid tank to create a continuous and pulsatile fluid circulation.
The box containing the phantom was also filled with water
to simulate realistic X-ray attenuation. The pulsatile pump
produced a human-like pulsatile flow, as shown in Fig. 14. As
a result, the phantom presented visible wall motion.
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TABLE II
DESIGN PARAMETERS FOR PHYSICAL PHANTOM STUDIES
Parameters Values
Dome shape Spherical
Dome diameter (mm) 10
Vessel shape Cylindrical
Vessel diameter (mm) 4

Pulsation waveform Pseudo Physiological
Pulsation frequency (bpm) 90

Pulsation amplitude range (mm) unknown
Frame rate (Hz) 30
Projection spacing (Iqu) 0.1552
Volume spacing (mm?) 0.2953

Experimental data were acquired using a flat panel system
Allura Xper FD20 (Philips Healthcare, Best, The Netherlands).
In total 121 rotational projection images were captured with a
frame rate of 30 Hz, over 200° along the gantry trajectory. Con-
stant injection of contrast agent Iomeron 400 (Bracco Imaging
SpA, Milan, Italy) was performed during the acquisition at a rate
of 3 mL/s. X-ray source and detector positions were recorded for
each projection, allowing the spatial relationship between the re-
constructed reference volume and each projection to be known.
The reference volume has 2562 cubic voxels of 0.295 mm each
side. The original projections have a dimension of 10242 with
pixel size of (0.155 mm)?2. Table II summarizes the parameters
of the phantom geometry, pulsation, and imaging conditions.

B. Experiments and Results

A number of B-spline control points (8 X 8 x 8) were set to
a region of about (11 mm)? in size, containing the aneurysm
dome. The pulsatile pump signal frequency was set to 90 bpm,
and the acquisition frame rate was 30 Hz. Thus during each pul-
sation cycle, projections were acquired at the same 20 instants
of time within the cycle, which means the experiments were per-
formed under ideal conditions. This allows validating the results
at each ground-truth pulsation state by comparing the projec-
tions of the estimated 3D volumes to the corresponding original
ones.

Fig. 15(a) and (b) shows from two viewpoints the X-ray pro-
jections of one acquisition under pulsatile flow conditions. In
Fig. 15(b) and (e), the regions of checkerboard images pre-
senting the aneurysm dome are shown, where each checker-
board image is composed of the X-ray projection and its corre-
sponding simulated projection of the reference volume. A clear
mismatch on both dome and vessel boundaries can be observed.
Whereas in Fig. 15(c) and (f), similar checkerboard images are
shown from the estimated volumes. Such checkerboard compar-
ison shows that our method was able to correct the misalignment
caused by pulsation.

Fig. 16(a) shows the estimated volume variations. Sim-
ilar results were obtained using two downsampling factors:
df = 1,2. This is in agreement with the digital phantom
experiments, as shown in Section III-C5. Differences at the
peak should be explained by the lack of information to con-
strain the deformation in certain directions. Along with the
volume variations, the Doppler ultrasound velocity waveform
measured at the aneurysm parent vessel inlet was also shown.
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Fig. 15. (a), (d) X-ray projection images, each with a white frame indicating the
regions shown in (b), (c) and (e), (f), respectively. Checkerboard comparisons
of the original and simulated projections: (b), () before applying our method
and (c), (f) afterwards.
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Fig. 16. (a) The obtained volume variations with two downsampling factors

df = 1,2, along with the Doppler ultrasound velocity waveform. (b) Four
(boxes) out of 20 (dots) estimated time points presenting the instantaneous wall
displacements with respect to the reference geometry.

It should be noted that, apart from the phase delay due to the
coupling between the fluid flow and wall displacement [40],
the velocity was not synchronized with the data acquisition,
thus a waveform shift possibly exists. Nonetheless, the volume
variation waveform qualitatively presents a similar pattern to
the velocity waveform, which is in agreement with the find-
ings in [38], [40]. An advantage of measuring volume is that,
the global movements are not reflected in volume changes,
resulting in only the deformation of the aneurysm phantom.
Fig. 16(b) shows at four out of 20 estimated time points the
instantaneous wall displacements with respect to the reference
geometry. It can be observed that wall displacements are larger
at the flow impingement area. In addition to dome expansion
and contraction, the phantom experiences a tilting movement
towards the flow direction as well.

Fig. 17 plots for each point on the segmented surface of the
reference volume its color-coded pulsation amplitude range
over the cardiac cycle, together with its histogram of the
deformed region. Only a small region has higher pulsatility,
which can be observed from the color-coded map. Note that the
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Fig. 17. Color-coded displacement range over the cardiac cycle for each point
on the surface, and the histogram of the displacement range.

rest of the deformed region has an averaged pulsation range of
around 0.3 mm, part of which could be accounted for a global
rigid movement.

V. DISCUSSION

To validate the proposed methodology, experiments with dig-
ital and physical phantoms were performed. The phantoms pre-
sented aneurysms with pulsation ranges consistent with liter-
ature values. The imaging conditions matched what standard
3DRA imaging suites offer nowadays.

Experiments with digital phantoms were performed under
controlled conditions, allowing to evaluate the sensitivity of
our method to various factors. Results under ideal conditions
showed estimation errors below 10% of the maximum pulsa-
tion, which in general presented subvoxel wall displacements
not exceeding two voxels. In terms of algorithm parameters
such as control grid size and weighting window width, similar
results have been obtained. In terms of imaging conditions,
different projection image resolutions provided similar estima-
tion results; scattering and quantum noise degraded slightly the
performance (maximum error of 20%) for smaller pulsation and
aneurysm size cases (e.g., 8 mm with 1% maximum pulsation);
FBP reconstruction artifacts decreased the performance, in gen-
eral below the 10% except for the smaller pulsation aneurysms;
angular resolution of the projection data is preferred to be
higher. In case of disturbances from the imaged object such
as head movement, estimation error increased to 20% with
small perturbations. The presence of background objects raised
slightly the estimation errors.

Experiments with the physical phantom allowed to demon-
strate the feasibility of pulsation estimation under clinical
conditions using anthropomorphic aneurysm replicas. The
mismatches due to pulsation between the original projections
and the simulated projections of the reference volume were
corrected in the estimated volumes. In addition, the volume
variation waveform presented a similar pattern compared to
measured Doppler ultrasound velocity waveforms. Further
validation could consider studying the mechanical relationship
between the pressure/velocity and dynamic aneurysmal wall
compliance.

A challenge for the method to be applied in large population
studies and routine clinical practice is the computational cost.
The high computational effort is partially compensated for by
the current implementation, as mentioned in the Appendix. It
takes on average 10-15 min for one selected time point using
a Pentium 4-3 GHz PC, which requires further speed-up. The
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computing bottleneck is generating the simulated projections
and computing the pixel-wise similarity metric. This could be
potentially solved by either implementing them into hardware
or using parallel computing.

Cerebral aneurysms could be more irregular in shape than
the ones used in the experiments and little is known about their
exact pulsation pattern and behavior at rupture. Therefore, the
anatomical structure and pulsation waveforms used in these
experiments might represent a simplified approximation of
reality. Quantification of the accuracy of our method on patient
data and large population studies must be performed in the
future. Methodological improvements under realistic acquisi-
tion settings might include the development of density-variable
B-spline grids so that local deformation in small blebs can be
optimally captured.

VI. CONCLUSION

The objective of this paper was to develop a methodology
able to characterize patient-specific pulsatility of cerebral
aneurysms over the cardiac cycle using 3DRA acquisitions. As
a result, a registration-based technique has been proposed to
recover motion from a reference 3D volumetric image and a
set of 2D rotational projections synchronously acquired with
a cyclic physiological signal. A number of experiments with
digital and physical phantoms did illustrate the feasibility of
estimating aneurysmal motion during the cardiac cycle.

Advantages of the presented technique can be detailed as fol-
lows: first, it does not require exposing patients to additional
radiation as it uses the standard acquisition performed during
an endovascular treatment. Second, compared to traditional al-
gorithms of reconstruction from projections, it preserves the
high spatial resolution of the 3DRA volume in spite of using a
sparse set of projections because of the continuity and smooth-
ness of the deformation model. In addition, its general formula-
tion could be used to estimate motion of other organs.

APPENDIX
GRADIENT OF THE REGISTRATION METRIC

The gradient of the metric in (3) with respect to the parame-
ters w can be expressed as

ith Zuttk

- (INk(w)7 Ik> .

For the mutual information metric (4)

9 OD(I(w), Ix)  dp(u,v)
%D(Ik( w), Ie) = op(u,v)  Ow
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Ny, is the number of pixels in the valid ray region Ry, and
0
Z VV(T(pr;w)) - 5T (pe;w)

where V'V denotes the spatial gradient of the volume.

Observing that, for B-spline transformations the Jacobian
matrix 97 (pg;w)/0w is a sparse matrix related to the order
of the B-spline function, allowing to significantly speed up
the computation. Furthermore, the evaluation of the metric and
its gradient can be speeded up by just computing it within the
valid ray region Ry, for each projection.

%Ik(x w) = a(k,x)
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