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1 Introduction
The main objectives and tasks of WP5 “Parallel sergnd derivatives” are:

1) Developing word-aligned and chunk-aligned data ftbmparallel corpora induced in WP4
for training MT models. This task will involve semice alignment of parallel corpora,
parallel sentence extraction from comparable carp@nd consequent sub-sentential
alignment on world, chunk, and subtree level.

2) Using the produced sub-sentential aligned datadoving bilingual dictionaries. This task
will include filtering the bilingual dictionariesbtained from the alignments carried out in
the previous task. This will involve exploiting datence measures provided by the
alignment algorithms and frequency characterisifdbe aligned terms in the corpora.

3) Using the produced sub-sentential aligned data diotionaries for extracting transfer
grammars. This task will involve exploring seveaplproaches to transfer selection: topic
identification, definition of grammatical contex{morphosyntactic and semantic tests),
definition of conceptual contexts (conceptual @usig, co-occurrence interpretation)

This report defines these tasks in Section 3, descthe current state of the art in the relevant
research areas in Section 4, provides analysisal$ that are available and specifies the tools
and resources to be developed in this WP in Seétiamd Section 6, respectively, and proposes
the solution path to be followed during the resthef lifetime of the WP in Section 7.

2 Terminology

2.1 Definitions

A corpusis a (large) set of texts. In PANACEA, we assul texts are stored electronically,
in a given file format and character encoding, withany formatting information, eventually
provided with metadata and/or linguistic annotati@iften, the texts are referred to as
documents, in which case the texts are assumes timpic-coherent.

A monolingual corpusis a corpus of texts in one language.
A bilingual corpus is a corpus of texts in two languages.

A parallel corpus is a bilingual corpus consisting of texts orgadize pairs which are
translations of each other, i.e. they include thees information (parallel texts). Usually, the
pairs are identified at least for documents (paralbcuments) and the corpus described as
document-aligned parallel corpus. If the transhatjgairs are identified also for sentences
(parallel sentences) we talk about sentence-aligragdllel corpus. Usually, one half of the
parallel corpus (the texts in one of the two larggs) is called the source language side (or
source side) and the other half (in the other lagglis called the target language side (or target
side). This refers only to the intended translatitmection (from the source language to the
target language) and does not affect the corpel.its
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A comparable corpusis a bilingual corpus consisting of texts orgadize pairs (comparable
documents) which are only approximate translatiohgach other, i.e. they include similar
information.

A domain-specific corpus(or in-domain corpus) is a corpus of texts frogiveen domain.

A general domain corpusis a corpus of texts containing general languagtsti.e. texts from
no specific domain.

A bilingual dictionary is a specific kind of dictionary which containgm@spondences of terms
(words, multiwords, or phrases) between two langaagnd hence is used to translate these
terms from one language to the other.

A transfer grammar is a set of rules which are applied to translaieee language structures

into target language structures. Such grammar naede divided into structural rules (with no
reference to lexical material) and lexical transtdes (whereby the selection of a certain lexical
item depends on contextual configurations.

2.2 Acronyms

CRF - Conditional Random Field
EBMT — Example-Based Machine Translation

EM  — Expectation Maximization

HMM - Hidden Markov Model

ITG - Inversion Transduction Grammar
LFG - Lexical Function Grammar

LF — Lexical Function

LMF - Lexical Mark-up Framework
MRD - Machine Readable Dictionary

MT  — Machine Translation

MWE - Multi-Word Expression

NLP - Natural Language Processing
NP — Noun Phrase

PBMT - Phrase-Based Machine Translation
POS - Part of Speech

PP — Prepositional Phrase

PTD - Probabilistic Translation Dictionary
RBMT — Rule-Based Machine translation
SL — Source Language

SMT - Statistical Machine Translation
SVM - Support Vector Machine

TL — Target Language

WSD - Word Sense Disambiguation
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2.3 Related documents

D3.1 — Architecture and design of the platform

D4.1 — Technologies and tools for corpus creatimnmalization and annotation
D7.1 — Criteria for evaluation of resources, tedbgg and integration

D8.1 — Analysis of industrial user requirements

3 Task description

3.1 Alignment

Alignment is the identification of the corresponding partsi(nal translations) in parallel texts.
In PANACEA, the term alignment refers sutomatic alignment performed by a computer
algorithm (often based on statistical methods) sslié is explicitly specified otherwise (e.g.
manual alignment refers to alignment performed by a human beiSgtential alignment (or
sentence alignment) refers to alignment of sentences asuth-sentential alignment refers to
alignment of sub-sentential elements, such as waldmks, phrases, and even more complex
structures such as syntactic trees.

3.1.1 Sentential alignment

Sentence alignment is the identification of parallel sentences ingtlal texts. Prior to this step,
sentence boundaries must be identifisehtence segmentation) in both sides of the parallel
documents. A sentence-aligned parallel corpus 8 ohthe two essential data resources
required for training SMT systems (the other ona T monolingual corpus used for language
modelling). In general, all possible alignment camalions are allowed: 1-1 when one sentence
in one language fully corresponds to one sentendhé other language. 1-0 or 0-1 in case
a sentence is not translated on the other sidéyl-&f when M>0 sentences on one side
correspond to N>0 sentences on the other one.

Sentence alignment is usually applied on a paretighus where the parallel texts are assumed
to be reliable translations of each other. In PANEXC this assumption cannot generally be
made because the bilingual resources acquired i && more likely to have a make-up more
similar to comparable corpora, as the parallelstanay not be accurate translations of each
other (for example Wikipedia articles in multiplnuages; they can but may not be accurate
translations of each other). Therefore, an additiconsequent step involvimgrallel sentence
extraction from comparable corpora will have to be carried out if it is required. this task,
translation quality of each aligned sentence gagstimated and those pairs with low translation
quality are discarded.

3.1.2 Sub-sentential alignment

The basic approach to sub-sentential alignmentdsd alignment. Word alignment is the
identification of corresponding words in parallehgences. It is a fundamental component of all
modern SMT systems where it is used in order toaekia set of translation phrase pairs into
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a translation table. Word alignment is also employe other NLP applications, such as
translation lexicon induction and cross-lingual jpction of linguistic information. Prior to
word alignment, word boundaries must be identifimtenization) in both sides of the parallel
sentence. In general, all possible alignment coailuins are allowed: 1-1 if one word on one
side exactly corresponds to one word on the otider #-N where M>0 sentences on one side
correspond to N>0 sentences on the other one.ntt@-d. alignments are used when for a given
word there is no translation equivalent on the o#ide of the parallel sentence (a word is
deleted or inserted on the target side, respeyjivel

Translation phrase pairs extracted from word-aligreentences without other linguistic
knowledge need not, in fact, form grammatical p&sadn order to overcome this limitation,
other approaches to sub-sentential alignment dpgrain syntactically annotated data have
been introduced:

Chunk alignment is the identification of corresponding chunks (sgtic constituents, such as
noun phrases, verb phrases, etc.) in parallel se@$e Chunking must be applied prior to this
step, e.g. by shallow parsing or according to tharkdr hypothesis (Green, 1979). The
assumption is that the number of chunks in botbassaf the parallel sentence is more or less the
same and they can be aligned in a (more or ledsjnknner, although in general, 1-n chunk
alignments are allowed too. Chunk alignment empdapeSMT better captures local reordering
and reduces the size of a translation table (é&kga8 and Yanquan, 2009) (translation pairs are
more linguistically motivated than in case of plea®xtracted from word-aligned sentence
pairs).

Subtree alignment is the identification of correspondences in pataflentences where full
syntactic information (on either or both source #arget sides) is taken into account. This is
another step in introducing deeper linguistic kredge into SMT. Translation phrase pairs
extracted from subtree-aligned parallel sentencesggammatical phrases. Both dependency
(e.g. Meyers et al., 1998; Menezes and Richard®®®3) and constituency syntax (e.g. Wu,
2000; Zhechev, 2009) can be used in this conteymtaStic analysis (parsing) is usually
performed prior to tree alignment, but some apgreacdo not require this and can produce
parallel trees from unannotated data (see Sectib@)4

3.2 Bilingual dictionary induction

A bilingual dictionary for two languages andb contains correspondences (translations) of
terms ofa andb. The kind of terms covered range from single wdodshulti-word expressions
(these in turn can be limited to noun phrases @l @dth the more general concept of
collocations).

A probabilistic trandation dictionary (PTD) is a specific type of bilingual dictionaryhere
each term in the source language is associateditwifhequency in the corpus and each of its
translations has a probability.
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By induction we refer to the automatic derivation of bilingudittionaries from bilingual
corpora (be it comparable or parallel) or, moreegally, from existing language resources. The
most common measures used to evaluate the industibilingual dictionaries are: precision
(Karlgren and Sahlgren, 2005) (both precision eflkt and 10 first correspondences are used),
Mean Reciprocal Rank (MRR) (Yu and Tsuijii, 2009)daverage accuracy (Gamallo, 2008; Yu
and Tsuijii, 2009).

3.3 Transfer grammar induction

3.3.1 Problem description

As the termstransfer grammars, transfer rules etc. describe quite different phenomena,
reaching from simple lexical replacement beingezhtitansfer rule to structural changes, it may
be advisable first to define more precisely whahéant in this PANACEA task.

Once MT systems become more mature, their dictiesavill grow. Instead of the problem of
dictionary gaps, which is more relevant for eaages of MT development, another problem
needs to be solved: there are many possible ttarsdor a given source term, and the system
has to choose which translation should be selantedgiven constellation. The challenge is to
find clues to determine when a given translatioousthbe selected.

Transfer
structural lexical
Y —
contextual simple
grammatical conceptual
rd a « A
local configurational source language targetlanguage

Figure 3.3.1: Classification of transfer domain

In a classification of transfer actions, the problevould be contextual lexical transfer, as
transfer selection will depend on certain contelxaamstellations. Such constellations usually
are described as annotations in a bilingual lexieotny, e.g. de ‘bestehen’ (test: PObj-auf) ->
en ‘insist’ (upon), de ‘bestehen’ (test: PObj-ausin ‘consist’ (of).

3.3.2 Scope and limitations

PANACEA does not aim at learning structural transfethe focus is on lexical selection; nor is
simple lexical transfer of interest as lexical st faces the situation where several
translation options exist, and some disambiguatibort is required. As a result, the means of
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contextual transfer need to be explored. This eeaescribes the means which are available to
describe such contextual conditions, used by mamgot MT systems.

The transfer tests used by current systems fallthmee types:

Global feature settings: Transfer is selected if a certain global featiseset, describing
a domain, alocale, or a special target customeeiip translation (example: de 'Laufer' -> en
‘runner' (SPORTS), de 'Laufer' -> en 'bishop’' (CHBS

Grammatical tests: Transfer is selected according to a specificcstimal constellation of the
input sentence, such as: presence of a prepogditidnject with 'from'; usage as a compound
specifier, etc. (example: de 'Konig' -> en ‘kingdg, 'Konig' (test: compound-specifier) -> en
‘royal' (Kénigshof -> royal court).

Conceptual tests: Transfer is selected according to a specific epheal context (either on the
source or the target side), defined as cooccurrealeions in various ways (example: de
'Gericht' (context: Anwalt Gesetz Recht) -> en f€puale 'Gericht' (context: Gemuse Zwiebeln
Kochen) -> en 'dish’).

Not all current MT systems support all options, the three strategies define the scope of the
current technology, and will form the basis of tRANACEA work. The tool to produce
transfer annotations in PANACEA will focus on that@matic extraction of the following
issues:

1) global feature settings:
> automatic domain flag setting/topic tests
2) grammatical tests (including multiword tests):
> local tests on the (values of the) following featirlemma, number, gender (for
German), compound specifier (for German)
> configurational tests on arguments, argument typad, their fillers (prepositions for
verbs and nouns, reflexives, semantic types, le@mat
3) conceptual tests
> identification of conceptual contexts for certaiansfers

Other options, and additional tests/actions (SLEBnstraints), will not be supported in this
version. The extracted information will be presents a generic bilingual dictionary
representation, defined in Figure 6.3.2.

4 Current state of the art

This section presents asurvey of the existingrditee on relevant tasks, the different
approaches, and results and consequences fordjeetpr
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4.1 Alignment
4.1.1 Sentential alignment
A. Sentence alignment in parallel corpora

Methods for sentence alignment in (document-aliyrpsdallel corpora can be classified into
three groups based on the assumptions they make pd@llel sentences:

Sentence length-based methods (e.g. Kay and Rdscheisen, 1988; Brown et al. 183rch and
Gale, 1993) assume that the length of a sourcemsemts highly correlated with the length of
the target sentence. The sentence length (meassréde number of words or characters)
information is then used to guide the alignmentcpss which tries to find the best possible
match over atext (document). Additional structurdbrmation can be used to delimit the
search space (e.g. headline, paragraph delimiiejs e

Word-correspondence-based methods (e.g. Melamed, 1997) assume that if two senteaces
mutual translations their words must be translatioin one another too. These word
correspondences are used to guide the alignmenegsahrough the text (document). Word
correspondences can be discovered based on tlogEicuroence in the texts to be aligned, by
their presence in a bilingual dictionary or by itigcation of cognates (graphically identical or
similar tokens), such as dates, symbols, namesgnstated abbreviations etc.).

Hybrid methods (e.g. Moore, 2002) combine the two approachesiomsd above and use both
sentence length and word correspondences to duiderocess of sentence alignment.

B. Parallel sentence extraction from comparable corpa

Parallel sentence extraction from (document-alijmedhparable corpora is applied on sentence
pairs identified as candidates of parallel senterffassumed to express the same information).
Usually, some parallel data or bilingual diction&gyised to determine word correspondences in
the sentence pairs. This information is then used classifier which identifies candidate
sentences as parallel or not parallel.

Sentence alignment can be employed to identifisétef candidate parallel sentences, but most
sentence aligners expect monotonicity in sentemderand do not deal with any changes in
sentence order.

Eventually, all possible sentence pairs can beidered as candidate parallel sentences, which
makes this task a®(n? problem. Therefore, several approaches have hepoged to reduce
this complexity: e.g. Munteanu and Marcu (2003gfid out pairs with high length difference
or low word correspondences (based on a dictionang Smith et al. (2010) used two different
approaches for extracting parallel sentences frigned Wikipedia articles: first, they trained

a ranking model which, for each source senten@gras at most one (or no) target sentence;
second, they built a global sentence alignment inoateed on a first order Conditional Random

10
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Field with a hidden variable indicating the cormsging target sentence for each source
sentence.

4.1.2 Sub-sentential alignment
A. Word alignment

Three different models have been proposed for vadighment so far: generative models,
discriminative models, and association-based models

Generative models describe the alignment (translation) as a proedssre a sentence in one
language (source senterft@enerates a sentence in another language (&gEnce) and the
actual alignment is only an artefact of this praecekhis approach is based on modelling the
conditional probabilityp(e,alf) in a HMM, whereais a hidden variable of the generation
process. The optimal alignmeat(which maximizesp(ealf)) is usually searched for by the
Viterbi algorithm.

In general, the relation between source and tawgeds can be arbitrary, but in practice most
models constrain the alignment in such a way thahesource word can only be aligned to
exactly one target word. Therefore, only asymmaedtignments are produced (Och and Ney,
2003). The generating process may include wordrtieseor deletion, word reordering (or
distortion, which indicates a change in relativesifion when generation a target word from
a source word), and eventually also source wortlifer(reflecting one-to-many generation)
(Brown et al., 1993).

The most frequently used models which do not eitplimodel fertility are IBM Model 1 and
IBM Model 2 (Brown et al., 1993). They assume tlemerative process proceeds as follows:
first, a source position is selected for each pwsin the target sentence and then a target word
is produced as atranslation of the selected sowarg. In IBM Model 1, the position is
selected from uniform distribution and in IBM Mod2] the selection is conditioned by the
target position.

Models employing fertility, such as IBM Model 3 at@M Model 4 (Brown et al., 1993)
assume a different generation process. First, desded how many target words each source
word should generate (source word fertility). Thiemget words are produced according to the
distortion models. In IBM Model 3, each target piosi is chosen independently for the target
words generated by each source word. In IBM Mod#hié decision is based on positioning the
previous target words. IBM Model 5 (Brown et al99B) is a modification of Model 4 with

a suitably refined distortion model to avoid thelgem of deficiency. However, no efficient
training and search algorithm exists for these r®oddey are implemented by using only
approximate hill-climbing methods, not guaranteedfind the optimal solution), they can
produce high-quality alignments applicable in vasiotypes of data-driven MT systems.
A thorough evaluation of various generative woridrahent models can be found in Och and
Ney (2003).

11
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Discriminative models, unlike the generative models, model the probghilfale,f) directly by
decomposing it to a log-linear combination of aaketarious different features. The optimal
alignmenta is searched for by maximising this log-linear camation. These models, however,
require a certain amount of manually annotated vaedighed data for training. The model
parameters (feature weights) are trained in a sig@el manner using various machine learning
techniques including Averaged Perceptron (Moor@520Maximum-Entropy (Liu et al., 2005),
Support Vector Machines (Taskar et al., 2005), @mrhl Random Fields (Blunsom and
Cohn, 2006), etc.

Association-based models obtain word alignments by applying assamiatneasures on source
and target words (Smadja et al., 1996; MelamedQRaAd eventually combine them with other
features (e.g. syntactic information, POS tagsnkHabels (Tiedemann, 2003) and dependency
trees (Cherry and Lin, 2003) in a similar mannethe discriminative alignment models but
only in a heuristic fashion. The search procedsrefien implemented as a greedy algorithm
(e.g. Cherry and Lin, 2003).

Further details of different word-alignment appioes can be found for example in the thesis of
Ma (2009).

B. Chunk alignment

One method for extraction of chunkssigllow parsing which identifies syntactic constituents
(noun phrases, verb phrases, etc.) but does nlysartheir internal structure nor specifies their
role in the sentence.

Chunking is an intermediate step towards full paysiThere are three main groups of shallow
parsing methodsRule-based methods, e.g. Abney (1996) who used hand-crafted cascaded
Finite State Transducer&enerative methods, e.g. Ramshaw and Marcus (1995) who defined
shallow parsing as a tagging problem, they labeledds as being inside an NP, outside of an
NP, or between the end of one and the start ohan®P. Skut and Brants (1998) extended this
approach to other types of chunks. Molina and RI202) proposed HMM based shallow
parsing.Discriminative methods, e.g. Zhang et al. (2002) who applied a generalizzdion of

the Winnow algorithm (similar to Perceptron).

Another method for the extraction of chunks is ldasen the Marker Hypothess,

a psycholinguistic constraint which posits thatlaliguages are marked for surface syntax by
a specific set of lexemes or morphemes (Green,)1®8&ker-based chunking employs a set of
closed-class (“marker”) words, such as determinasjunctions, prepositions, possessive and
personal pronouns, and split a sentence into chankach occurrence of a marker word. Each
chunk, however, must contain at least one non-mavked (Gough and Way, 2004).

Chunk alignment itself is performed after the chunks are identifia both sides of parallel
sentences. The chunk aligner relies on the ideati€in of relationships between chunks which
can be defined in different ways. Stroppa and VR2806) use three features combined in a log-
linear framework:

12
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1) combination of word-to-word translation probabd#i obtained from word alignment
(word-based lexicon model),

2) ratio between the number of cognates identifiesvben the source and the target words of
a chunk and the total number of source words,

3) a boolean feature indicating if the chunks have gshme label. The most likely chunk
alignment is computed by a simple dynamic programgnailgorithm based on the classical
edit-distance algorithm (Levenstein, 1966) in whitistances are replaced by opposite-log-
conditional probabilities.

C. Subtree alignment

Existing approaches to automatic subtree alignroantbe grouped according to whether they
align dependency structures or phrase-structues.t#& detailed overview of them can be found
in Zhechev (2009).

One of the first attempts aaignment of dependency structures is Matsumoto et al. (1993). In
this work, the authors used Lexical-Functional Graars (Kaplan and Bresnan, 1982) to parse
English and Japanese sentences and then convhdaedFG parses to the specific type of
dependency structures (called decompositions) amgloyed a structural matching algorithm
motivated by the branch-and-bound top-down backingcalgorithm. The algorithm relies on
association of pairs of content words measured thighhelp of a Japanese—English dictionary
and a thesaurus.

The work of Meyers et al. (1998) used a greedyctebased algorithm to align regularised
parses, similar to the F-structures of LFG but gisitependency relations. The algorithm
employed features derived from the dependency tsnes in addition to word-level
correspondences obtained from external bilinguatiaharies and allowed many-to-many
alignments between trees in order to extract thlgmed substructures used as them as transfer
rules for MT.

Eisner (2003) proposed Synchronous Tree SubstituGeammars (based on dependency
syntax) for training of SMT systems on pairs oketreFirst, he considered all possible source
and target trees in a pair and all possible aligimdéetween the resulting trees. Then, he
applied an inside-outside algorithm and the ExpmeiaMaximisation algorithm to calculate
occurrence statistics of elementary tree-pairsfanas the joint probability of the occurrence of
a source—target pair of trees, summed over alliplesslignments between the trees.

Ding et al. (2003) proposed an algorithm that udegendency structures to constrain word
alignments. It uses links between nodes in the miigecy trees which are decomposed into
sub-graphs (treelets) and the output of this systensists of word and phrase alignments
derived from linked treelets, rather than aligngatactic trees.

Menezes and Richardson (2003) described a ruledlsastem for alignment of sentence logical
forms structured in a dependency fashion. The asitheed a probabilistic bilingual dictionary
to identify word correspondences (alignments) tanfanitial hypothetical tree alignments.

13

——
| —



Parallel technology tools and resources

Then, a list of several rules was applied to comfar reject each hypothetical link and to add
new links that were not suggested in the word-atignt step.

One of the first algorithms for alignment of phraseicture trees was proposed by Kaji et al.
(1992). First, both the source and target sentem@¥e syntactically analysed using a chart
parser. Then, a bilingual dictionary was used twl fpotential correspondences between the
source and target content words (function wordsuganored) and finally, a heuristic procedure
based on existing word-level correspondences wed tasalign the phrases (a target phrase was
aligned to a source phrase if and only if it comdi correspondences for all the content words
in the source phrase and no correspondences tewatdide of the source phrase).

Wu (2000) proposes Stochastic Inversion TransdacBcammars (ITG) to be used for phrasal
alignment. Here, an ITG model is used to produasepérees for both the source and target
sentences. Nodes of these trees are marked to all@wsion of the surface order of their
subtrees when transitioning from the source treh¢ctarget tree. The leaf nodes then contain
source/target word pairs (allowing also insertiord aleletion). The phrasal alignments are
obtained directly from the nodes which span batbwrce and a target phrase.

Imamura (2001) applied another approach to thenadent of phrase structure trees. He also
employed word alignment to locate translationaljuigalent phrases by identifying phrases
which have the same or very similar syntactic aaieg and include the same semantic
information.

Zhechev (2009) published a subtree alignment tdothvcan be used both in cases in which
monolingual phrase-structure parsers exist for lotguages and in cases in which such parsers
are not available. First, a word alignment toalsed to obtain word-alignment probabilities for
both language directions. If parsers are availeii®doth languages, they are used to parse both
sides of the parallel corpus. The resulting pamestand the word-alignment probabilities are
then used to obtain links between nodes in corredipg trees according to their translational
equivalence scores (based on the word-alignmdrtt)ete is no parser available for one of the
languages, the word-aligned parallel corpus is aeattly by a modified version of the subtree
aligner producing aligned trees from plain data.

4.2 Bilingual dictionary induction

Research in this area started in the nineties,candbe grouped according to the data used for
term extraction:

Approaches based on parallel corpora use acombination of statistical and/or linguistic
procedures to extract terms, both single and mattwterms; for multiword detection
cooccurrence, POS patterns, or term similarityused. An overview of different techniques is
given in Cabré et al. (2001).

Approaches that focus on comparable corpora; they follow the assumption that there is
a correlation between the patterns of word cooetiges in texts (even if unrelated) of different
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languages (Rapp, 1995). They try to identify cohgapcontexts of a translation candidate,
translate those contexts using a dictionary of sesds, and search in the target language for
the most similar contextual clusters. Works belaggihis paradigm study different variations
of this basic idea. (Fung, 1995) used context bgtareity. (Fung, 1998) applied an Information
Retrieval approach . Gamallo (2008) defined syidacies to get lexico-syntactic contexts of
words and evaluated the efficiency of different floents. Finally, Yu and Tsuijii (2009)
extended Fung's idea to dependency heterogeneity.

Approaches that exploit structured resources. These can be classified in two groups, those that
acquire dictionaries from MRDs (Neff and McCord909Helmreich et al., 1993; Copestake et
al., 1994 ) and those that rely on Web 2.0 reseusceh as Wikipedia (Yu and Tsuijii, 2009) or
Wiktionary (Etzioni, 2009).

As the focus in PANACEA is on parallel corpora, present a more detailed description of the
state-of-the-art of bilingual dictionary inductidrom this kind of resource. Work in this area
can be divided in two main approaches: hypothesidng, and estimating.

The hypothesis testing approach (Gale and Chu&%1;1Eijk, 1993; Smadja et al., 1996) has
an important disadvantage; it needs a minimum nuntfeobservations to derive a valid
hypothesis, so a limited amount of translation gXasneeds to be found with high accuracy.
Conversely, the estimating approach makes it plesgitfind the most probable translations for
each example. Work in this approach use directitaalslation models (Wu and Xia, 1995) or
symmetric models (Hiemstra, 1998).

An important aspect to be considered regards thaldlity of the corpora to induce bilingual
dictionaries. In this regard, Santos and Simoe8&p@iscuss the connection between bilingual
dictionary quality, corpus genre and languagesyTiheoduce two concepts that characterise
a parallel corpus with respect to be potentialledudor alignment purposes. The first is
translation fertility, which characterises a pahtiorpus by the average number of translation
candidates in the induced dictionary. The secoraigmment density, i.e. the ratio of aligned
tokens in a parallel corpus.

There is also literature on extracting bilinguattitinaries of multi-word expressions (or
collocations) from parallel corpora. There are apphes using re-estimation algorithms
(Kupiec, 1993), frequencies (Van der Eijk, 1993pravalignment (Dagan and Church, 1994),
similarity measures (Smadja et al., 1996) and taging patterns (Simoes and Almeida, 2008).

4.3 Transfer grammar induction
4.3.1 Learning structural transfer rules

This research identifies transfer rules withouenghg to lexical material, i.e. pure structural
rules. Winiwarter (2004a, 2004b) describes a JagmteeGerman RBMT system using Prolog
predicates for transfer. It is structural transtart no learning component is involved. In data-
driven contexts, research even in structural tensiles starts from the lexical level; the
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different approaches are described in Section 4A8s3explained the PANACEA transfer
selection does not intend to extract structuraisfer rules.

4.3.2 Learning simple lexical transfer: Extracting transfer entries from corpora

Term extraction is a special focus in PANACEA, atebcribed in Section 4.2. The result of
term extraction is a list of bilingual terms, withinimal linguistic annotation (usually POS
information). In contrast to this research, therenr PANACEA tool will be concerned with
multiple dictionary translations resulting from rrerextraction, and means to select proper
transfers using disambiguation means.

4.3.3 Selecting the best transfer for a given context

This section describes the research in the appesaatich PANACEA intends to follow:
domain tag assignment, definition of grammaticahterts, and definition of conceptual
contexts.

A. Research on domain tag assignment to terms

There is significant literature on automatic docatmdassification. Classification uses feature
vectors (usually words, sometimes lemmas) to desdthie document classes, and computes the
most similar document class for an incoming docunanruntime. Classes and associated
features can either be developed by hand, or byhimaclearning, using supervised or
unsupervised methods. Overviews can be found ifeGel al. (2000) and Sebastiani (2002).

The focus of this research is to determine how aejiven term describes the document class;
the fewer occurrences outside the target clasbetter the term describes the document class.
The point of view is from the class to the terra, the contribution of a term to the definition of
the class. This may even not be a property ofdghma:tlf ‘Afghanistan’ happens to occur only in
the drugs class then it is considered to be a @nny, despite being just a country. Moreover, as
document classification is a monolingual task,maoglation issues are involved.

In the case of PANACEA, however, the point of viewWrom term to classes. The starting point
is aterm which is already known to be ambiguows @ ‘bad’ candidate for a classifier), and
the goal is to find out if a given translation da@ selected on the basis of the topic of the
context, i.e. the contribution of the topic to tidentification of the (translation of the) term.
Automatic classification tries disambiguation ofigdes by terms; here disambiguation of
(translations of) terms by classes is requirethettocated in a multilingual setup.

A related topic is the discussion on the notiorteninhood in the domain of term extraction.
Termhood defines the significance of a conceptafgiven domain, and is is often decided by
comparing the frequency rank of a term candidatthénspecial-domain corpus to its rank in
a background baseline corpus (Kit, 2002; Drouir§&0/u et al., 2007).

The question of termhood (i.e. whether a candidatdly is aterm, namely a meaningful
concept in the domain at hand) is often decidedcdiyparing the frequency rank of aterm
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candidate in the special-domain corpus to its iank background baseline corpus (Kit, 2002;
Drouin, 2006; Vu et al., 2007).

Although termhood implies assigning a topic torantehis is not exactly the point of interest in
PANACEA: the interest is not to find out whethetleam is an important concept to a predefined
domain, but rather to find out if one (or more) thle available domains can help in
disambiguating its translation. Again the starfpagnt is that a translation candidate already has
a multi-domain assignment.

As a result, PANACEA will use techniques of documeassification as a first step, namely to
assign classes/domains to incoming documents; ritestion is to investigate whether this
assignment can help in the disambiguation of mieltimnslations.

B. Survey on the creation of grammatical transfer test and actions

Recent research started looking into automatidaliyding transfer rules; most of them attempt
structural transfer, some however also have intteean lexical transfer.

The ReTraRos project (Caseli et al., 2008) doe# Hmlingual dictionary extraction and
structural transfer rule extraction based on agilal parallel corpus which is word-aligned,
lemmatised and tagged. The bilingual dictionaryl@xpthe word alignment, performed in both
directions and merged, and morpho-syntactic atebware recognised and added as feature-
value pairs (gender, number). The transfer ruleaeibn is based on ‘alignment blocks’, i.e.
phrases which follow certain alignment types (oiniss, reordering, same-order). For each
type, rules are extracted. Rules follow POS padtetimey are enriched by constraints over the
number and gender features (monolingual and biéifjgtiltered for frequency, disambiguated
in case of several rules for the same source-sd8 Bequence), and sorted according to
frequency and weight (probability from the phraable). In translation, the rules are tried
according to their order.

A similar scenario is used in Sanchez-Martine.g2@07, 2009a). It aims at the extraction of
(shallow) transfer rules from parallel corpora. ldalCaseli et al. (2008), an existing bilingual
dictionary to filter ‘impossible’ phrase pairs isad, and the strategy follows an ‘alignment
template’ approach. It does word and phrase aligmend extracts bilingual phrase pairs
based on morphologically processed parallel cor@®kaand TL side). Learning is based on the
use of POS tags instead of words; enriched bychdiged’ tags containing for example frequent
prepositions and auxiliary verbs which often unddexical change in translation. In addition,

restrictions can be specified on local featureg. (gender, number). The resulting alignment
templates are filtered by frequency. Transfer rudemsist of a 4-tuple of <SL-pattern, TL-

pattern, alignment information, TL restrictions>hely are applied at transfer time using the
most frequent alignment template that satisfieslheestrictions.

Both approaches have been embedded in the Apekdiiranvironment (Ginesti Rosell, 2010),
and show better results than simple word-by-woahdiation. Neither really takes lexical
selection into account (besides from preposition.)etand offer transfer disambiguation

17

——
| —



Parallel technology tools and resources

(number, gender) only on the local node level, artthe configurational level. In case other
translations have to be selected, frequency istiterion used. So the disambiguation means
are: (1) Local node filter on gender and numbdk¥eed by (2) template frequency checks.

The learning focus, based on abstraction from waatlerns to POS patterns made by both
approaches shows that non-lexicalised transfes are in the focus.

The MT group in Microsoft has worked on anotherem$f transfer rule production. Their
focus in Menezes and Richardson (2001) is the magppi transfers, mainly for the purpose of
dictionary entry extraction. Unlike approaches blasa (single or multi) word alignment of
terms, they create analysis structures (Logicalmsprwhich they align in order to extract
transfer mappings. Starting from known alignmebisséd on bilingual dictionary lookup) they
collect mappings in a best-first strategy (suppgrélso n:m word mappings), and enrich them
by contexts (e.g. head nouns for adjectives, mairbs/ for modals, etc.). The result is
correspondences of LFs, enriched by contextual enark

While the primary effect is to extract lexical itemt should be noted that using (structural)
context information for transfers is intended toabmeans of disambiguation of transfer items.
The evaluation results show that using this conteag significant influence on the overall
translation quality.

Like the Microsoft team, the work of Jellinghau®@Z) uses semantic representations as an SL-
TL interface structure to extract (structural) sfam rules. His work is based on minimal
recursion semantics, and uses semantic predigatejced from SL and TL aligned sentences,
as the basis of alignment. Such predicates comgainal elements, and can be compared to
lexical mappings in the simplest cases. More cormpkeses could include operations on the
arguments of the predicates; as the data basatherrsmall it is difficult to say how more
complex phenomena could be dealt with. Problemgx€al selection are not in the focus of
this work.

Another approach towards transfer rule learningsgarched in the context of resource-limited
MT in the AVENUE project (Probst et al., 2002; Psgb2005), where transfer rules are
extracted from carefully designed user-aligned lgralicitation corpora. Seed rules abstract
from the words into basically the POS level, andttr induce some of the major (i.e. more
resourced) language c-structure annotations fomiher language (i.e. lesser resourced). Pater
steps generalise over the seed rules, by introgumnterminal nodes (like NPs and PPs) based
on the TL c-structure, and interpreting the attrgbconstraints. The third step is version space
learning, which tries to merge two transfer rulet® ia more generic one, based on the analysis

1 Current work in Apertium shows that a level ofioking is being introduced where chunks can be
addressed as units. (Ginesti Rosell, 2010); thasvalchunk translation in an example-based context,
cf. Sanchez-Martinez et al. (2009b). Without thisly closely related languages can be translated in
Apertium.

2 This procedure presupposes a degree of isomangifithe major and the minor language.

18

——
| —



Parallel technology tools and resources

of their attributes, and deleting and/or mergingragtions of attributes. Details of the learning
approach are given in Probst (2005).

5L Type Infommarion —— KPP ["H" I "H" ARDTEP] —= ["THE" ADT N F¥]
TL Type Information {
« (1Y) ) 5L Component Sequence
= (K2:7Y3) TL Componsent Sequance
Altmmments == 23:Y1)
= (4Y2)
=T

= (Y3 MU = 302 WUMD)
Constramis b]

Figure 4.3.1: Example of AVENUE transfer rule (Psgt2005, p.45).

;3SL: H N$IM IHIW AINGLIGN@IWT
;3 TL: THE WOMEN WILL BE INTELLIGENT

138L(alti): H AT$H THIH AIN@LIGH®IT
;3TL{alt1): THE WOMAN WILL BE INTELLIGENT
138L(alt2): H AN$IM IHIW AIN@LIGNTIM
;TL{alt2): THE MEN WILL BEE INTELLIGENT
;38L(alt3): H AT$ IHIH AINOLIGN®I

;3TL{alt3): THE MAN WILL BE INTELLIGENT

3::3 [NP "HIH" ADJP] -> [NP "WILL" "BE" ADJF]
(
(X1::¥1)
s(E2::72)
D(E2::72)
(X3::74)
(X0 = X2)
{((Y1 GEN)
{( (Y1 MuUM)
((¥1 PER)
(YO = ¥Y2)
)

(X1 GEN))
(X1 NUM))
(X1 PER))

Figure 4.3.2: Example of a transfer rule in Hebiemglish MT (Probst, 2005: p.45), covering the
example sentences above.

The transfer rules have several parts: 1) thelrabd (type, and components, in phrase-structure
notation), 2) the alignments of the rule partsc@jstraints (consisting of SL side constraints,
transfer constraints, and TL side constraints)efample is given in Figure 4.3.1.

In translation, the rules are applied top-down luatierminal node is reached, which then
undergoes lexical replacement. Finally, a stafibtiecoder is used to find the best path through
the translation alternatives.

The basic assumption in this approach is that ke&ios goes from a ‘minor’ into a ‘major’
language, and that no syntactic analysis compoigeatailable for the minor language. The
means for transfer disambiguation in this setuptarget language grammatical annotations,
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projected from the (major) target into the minauixe) language. Unlike the approaches in the
Apertium context, the learning here also relatesaie-terminals and on transfer on phrase level
(NP, AP, PP etc.).

The same transfer formalism as for AVENUE is alsediin later developments in the Stat-
XFER project, where the restriction to translataeiaor into a major language does not hold any
more, and parallel analysis on source and tardetisipossible.

This work has been extended to other languageg@metralised (Lavie 2008; Lavie et al., 2008;
Hannemann et al., 2008; Hannemann et al., 200€)aans at extracting syntactically-labelled
phrases for phrase-table translations. Starting fnmrd-aligned sentences, matching parse tree
nodes are identified, and consequently broken dotenminimal phrase pairs, which are used
in the decoding phase. The original number of rugesbout 16 thousand for De-En in
Hannemann et al. (2008), most of them singletonanridmann et al. (2009) show that
syntactically annotated phrases can improve syptformance.

Similar research to extract transfer rules has loaemed out by Lavoie et al. (2002) on Korean-

to-English. The approach intends to extract transfiées, using deep-syntactic dependency
structures on both sides (instead of Logical Foomly), and creating transfer rules from seed

nodes on the word level, which are aligned usimgliagual dictionary. From the seed nodes

they search alignment patterns by identifying atignt and attribute constraints to the subtrees
of the (source and target) parse constituents.rébelting transfer rule candidates are sorted
and filtered, with about 2000 rules remaining faraaning set of about 1400 sentences.

Compared to the PANACEA task, this work does natehlexical disambiguation in its focus;

this problem is handled only implicitly, by assiggiprobabilities to phrase rules which go into
the decoding process as one of its parameters.réiogty, it is left to the decoder to select the
proper lexical translation, as is usual in stat@tiMT. Matching of subtrees to identify

,meaningful’ transfer constraints, however, is awoaon subtask with the PANACEA task,

although the focus of Stat-XFER is on structurahsfer, not lexical one.

There is research in the context of EBMT (Brownp202003), where two approaches are
combined: first the transfer rule induction, byiriy to identify a kind of translation templates
for sentences, containing variable elements to itbed fby smaller phrases; and second
a clustering of seed terms, taken from bilinguaitidnaries, with extended contexts. In the
present context, the clustering is more relevaan tthe rule induction: similar to the Microsoft
research, the idea to enrich a given translatigh eontextual information improves the overall
translation result significantfyThe difference, of course, is that Brown (2001)siders local
context windows (of 3 words both directions) whNéenezes and Richardson (2001) use
contexts derived by linguistic analysis resultgigal forms).

As a result of this part of the survey, the follogriconclusions can be drawn:

3 It even seems to be more important than theimdiection (Brown, 2001).
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There is no publication which explicitly focuseslearning lexical transfer selection, i.e. on
the automatic extraction of complex lexical trangfenditions from bilingual corpora. This
may be due to the fact that it takes a certairiatiaty size for this problem to be visible.

Most of the papers do not make a clear distinchietween structural and lexical transfer,
and in fact treat both types of rules: often transtiles still have lexical elements in them,
be it on the POS level (Sanchez-Martinez, 2007920Blannemann et al., 2009), be it on
a semantic/logical level (Menezes and Richards@®12 Jellinghaus, 2007). As a result
there could be context available which could belusedisambiguate different translations.

The papers which use small test corpora (Prob&t5;20ellinghaus, 2007) rely on careful
data preparation, and tiny lexica; it is not obgida see how transfer selection strategies
could be introduced there. Large corpora are ugedaseli et al. (2008), Sadnchez-Martinez
(2007, 2009a) and Hannemann et al. (2009) to extuées on the POS level, Lavie (2008)
on the deep-syntactic dependency level, MenezesRartthrdson (2001) and Jellinghaus
(2007) to extract rules on the semantic/logicalelexand Brown (2001) for clustering
contexts around known transfers. For solving proislén lexical transfer selection, large
corpora are inevitable.

As far as the representation of transfer rulesoiscerned, it seems that the following
information plays a role:

- The rule itself (formulated as a phrase structam for both SL/TL side)

- The alignment information (which SL part aligns lwiwvhich TL part) (note that this
allows for SL deletions and TL insertions)

- Conditions on the SL side

- Conditions on the translation side (carrying infation from SL to TL side)

- Conditions on the TL side

An example is given above (cf. Figure 4.3.2). Agwsal for a more general transfer entry
description in the context of LMF can be found Krancopoulo et al., 2009); it allows for
source and target tests as additional elements eftry, among others, like exampfes.

The means to disambiguate different transfers fgiven SL candidates depend on the
capabilities of the systems; this is

- local morphology (number, gender) (Calessi et 2008; Sanchez-Martinez, 2007,
2009a),

- all kinds of syntactic annotations (Lavie, 2008),

- logical form contexts (Menezes and Richardson, PQ@lated to the lexical elements
contained in them),
- word contexts (Brown, 2001)

4 The SL-TL conditions would have to be split inBL and TL conditions, and the alignment

information would have to be added.
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A frequently used means of MT systems, namely te ssbcategorisations/grammatical
relations, has been proposed by Lavie (2008). Thezeexamples of successful extraction of
such structures from monolingual text (Harper et28101; Korhonen, 2002; Preiss et al., 2007).

Using word contexts to disambiguate translatiora@n (both in Menezes and Richardson,
2001 and Brown, 2001, 2003) was, maybe, not trentign of their work but is an important

side-effect. Putting this aspect into the focusiseto the third topic of MT means for transfer
selection, which is word sense disambiguation.

C. Survey on the creation of conceptual contexts foranslation

Work in this area has mainly been carried out | tlontext of word sense disambiguation
(WSD).

In WSD, the standard technique is to create comtextors for a candidate term, usually
consisting of local contexts (a window of 2-3 womtsconcepty, and topical context, usually

documents or paragraphs. Different clusters of exdnwectors indicate different senses.
Training is usually done in a supervised W&t runtime, SVMs or hierarchical decision lists
(Yarowsky, 2000) are used to assign a sense teea gandidate word, according to its context.

The standard approach has been modified and exteéndtifferent directions. Martinez et al.
(2002) showed that adding syntactic features camdwe the sense recognition; similarly, Dang
and Palmer (2002) and Chen and Palmer (2009) diojyistically rich models for improved
sense disambiguation. Klein et al. (2002) stat¢ stendard classification techniques produce
similar results, and propose a hierarchical contlinaof several classifiers. An overview of
these activities, in the context of the SensEvdl @emEval campaigns, is given in Agirre et al.
(2009).

In a position paper on WSD, Resnik and Yarowsky9{)9stated that problems with WSD
evaluation result from a low inter-rated agreemeiich in turn results from the non-existence
of predefined sense inventories. They propose & masltilingual material for WSD: “The
essence of the proposal is to restrict a word sémsentory to those distinctions that are
typically lexicalized cross-linguistically” (Resnik and Yarowsky, 1997: p. 84).

In consequence, a number of papers using bilinguadven multilingual material for sense
disambiguation appeared. However, it should bedtbtat target language material is only used
to detecimonolingual senses.

Ide at al. (2002) use a parallel corpus of Orwell384’ in six languages to investigate whether
the number of senses for given words which candbected in such contexts could come close

5 For problems with overfitting in local context$, Hoste et al. (2002).

6 For asemisupervised approach cf. Yarowsky (1,998gd clusters are built to which additional
features are added in a bootstrap method.

7 Just like in Tsang et al. (2002) Chinese matdsame special particles) is used to detect English
semantic verb classification.
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to the number of senses detected by humans. ApikiigA008) forms sense clusters based on
different transfers of a candidate word, and clessithe target language context vectors to
detect similarities in the source word senses, lwhit turn are mapped into the source
languagé.

As the approach assumes that word senses corteldiéerent translations, it has been shown
(Specia et al., 2006) that this relation does aally hold: they give examples showing that the
number of translations often does not match thelmurof senses. Both cases eXist:

A given sense cluster translates into just onestasgrd as in:

deZelle (biology) — encdll
deZelle (cloister) — encdl
deZelle (terrorist) — encdl
deZdlle (battery) — encdl

One sense translates into several target words as i

deausschlafen — endeepin
deausschlafen — ensleep out

Their conclusion is that word senses should benddfion a task basis, and that “applying
monolingual methods for multilingual WSD can eitheply unnecessary work, or result in
disambiguation errors” (Specia et al., 2006: p.'39)

In the context of WSD, there is also research whathtes WSD closely to the translation task.
Here the objective is not to detect (monolinguahses using translations, but to detect
translations using different senses.

These approaches differ in the way they link waedses to translation equivalents. Some of
them use (SL) word senses as an intermediate fil@vihnslation equivalent selection, and map
the source words to senses first, and then lookrémslations for these senses. Kikui (1999)
uses a sliding window to detect features to creltsters describing (predefined) word senses;
the features are translated using a bilingual atietiy, and the translation is selected according
to its similarity to one of the clusters; the tratisn points from one source language sense to
its target equivalence. Similarly, Lee and Kim (2Pp@lso map (source) words to senses, and
senses to (target) words; they use a bilingual &wreEnglish dictionary both as a sense
inventory and sense description context. Also, Mg 005) creates senses from sense-tagged
corpora; he reduces the number of senses by loalitige Hungarian translations, and assigns
equivalents to the remaining senses based on (Biceptual clusters.

8 This raises the question as to whether it is bestay in the source language right away and try
translation/sense disambiguation there.

9 They use examples from English and Portuguasge tlee high frequency verbs (get, come, give.etc.)

10 However, this is not quite true: In contexteliferm extraction from bilingual corpora, thereths
need to form contextual clusters which are coheianthemselves to allow for searching for
translation equivalents.
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There has been a debate whether or not sense digeatidn improves statistical machine
translation. Carpuat and Wu (2005) did not find iayements at first, perhaps because they
used a predefined sense inventory. Vickrey et28l0%) try do without such an inventory, and
just create sentential contexts for the translatiandidates (in both directions); they report on
improvements, e.g. significant reduction of therskeapace. Chan et al. (2007) also do not use
senses as intermediate step but use the transladioectly as senses. They report quality
improvements due to the fact that sense disambayuptovides additional (non-local) contexts
to the decoder which is not used otherwise. Otinere recent approaches of integrating state-
of-the-art WSD methods into SMT to improve the aletranslation quality were also
successful (Carpuat and Wu, 2007; Giménez and Marq@007, 2009).

Stroppa et al. (2007), for example, added soume-sontextual features to a state-of-the-art
log-linear PB-SMT system by incorporating contepieledent phrasal translation probabilities
learned by using decision trees. Up to two word¥@mnPOS tags on either side of the source
focus word were considered as contextual featiBasgalore et al. (2008) employed an SMT
architecture based on stochastic finitestate tiaesd that addresses global lexical selection,
I.e. dedicated word selection. Specia et al. (2088)dedicated predictions for the re-ranking of
n-best translations, limited to a small set of veofdom different grammatical categories.
Significant improvements were observed in both apphes. Hasan et al. (2008) present target
context modeling into SMT using a triplet lexicorodel that captures long-distance (global)
dependencies. Their approach is evaluated in akigiga framework; slight improvements are
observed over IBM Model 1 (Snover et al., 2006).

Recently, Haque et al. introduced dependency oslgat(2009a) and supertags (2009b) in his
PBMT, to exploit source similarity in addition target similarity, as modelled by the language
model. However, it has been observed that the imgment gained through source context
modelling tends to diminish with the increase ia thaining data size. But, for language pairs
suffering from the scarcity of large amount of platacorpus, source context modelling proves
to be very useful.

In rule-based environments, approaches differ evtlay contexts are used. Thurmair (2006)
reports on a disambiguation procedure which usascedanguage corpus material. For each
possible translation of a candidate term, cont@dtars are created in a supervised learning
step; at runtime the best context for a translaimrcomputed using a standard similarity
measure. Results show over 90% correct disamb@uaiassem et al. (2000) also use context
vectors for translation disambiguation, howevertbam the target side (like in SMT). While
source language disambiguation is easier to integir@o the workflow, target language
disambiguation based on a language model may beggr in using local contexts, e.g. for
near-synonyms or collocations which have similamterts in the source but specific
translations in the target context. Systems likeTME(Carl et al., 2005; Carl, 2008) therefore
delay the transfer selection decision, provideali#rnatives to the generation, and use target
language models for disambiguation.

As a result, identification of conceptual context transfers is possible along three lines:
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e Building source term clusters using a parallel aerpby creating subsets based on the
possible translations of the candidate source tetustering of the source term contexts,
and using these clusters at runtime as source dgegundicators for a specific translation.
Transfer selection can then be done during ana(irsifact, as a preprocessing step based
on contexts larger than sentences (cf. Mihaltz520@urmair, 2006).

* Building the same subset of translations but bogdtontext vectors on the target side. In
a given sentence, transfer selection would thee habe delayed until the target context is
available.

« Not building clusters at all but using a targetgaage model for disambiguation. All
transfer decisions would be disambiguated by theodier using the target LM, like in
standard SMT. This approach requires a target LNaduitional resource in a rule-based
context.

The PANACEA development will compare these appreadmnd try to find the most adequate
solution.

5 Existing tools

This section discusses tools and components foreflegant tasks available to the consortium

(either as publicly available software or in-hoyweducts). At least one tool for each of the

tasks tackled in WP5 will be integrated into thatfgrm; however, for several tasks covered in

this WP, there is more than one tool availableahy such case, it would be premature to
choose one of them to be integrated in the platfatithis phase. Instead, the decision will be
taken by looking at their comparative performandemwthey are incorporated in the solution

path (see section 7). This procedure will guaratitee the decisions taken are based on solid
criteria. Detailed information on the tools tha¢ aonsidered to be integrated into the platform
can be found in Appendix A of this document.

5.1 Alignment
5.1.1 Sentential alignment
Several tools for sentence alignment are publiehilable. The most widely used ones are:

Hunalign (Varga et al., 2005) can work in two modes. [flanbual dictionary is available, this
information is combined with sentence-length infation (Gale and Church, 1991) and used to
identify sentence alignment. In the absence ofilagoial dictionary, Hunalign first falls back to
sentence-length approach and identify the alignmsimyg this information only. Then, it builds
an automatic dictionary based on this alignmemalfy, it realigns the text in a second pass,
using the automatically induced dictionary.

GMA - Geometric Mapping and Alignment (Argyle et &004) is an implementation of the
Smooth Injective Map Recognizer (Melamed, 1997)oalgm for mapping bitext
correspondence and the Geometric Segment AlignifMatlamed, 1996) post-processor for
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converting general bitext maps to monotonic segnadignments. The tool employs word
correspondences, cognates, as well as informatiom bilingual dictionaries.

BSA - Bilingual Sentence Aligner (Moore, 2002) is eethstep hybrid approach. First,
sentence-length based alignment is performed; secstatistical word alignment model is
trained on the high probability aligned sentenaes third, all sentences are realigned based on
the word alignments. It generates only 1:1 alignisien

The quality of sentence alignment depends on #meskation quality of parallel data. Most of
the recent tools perform with comparable resultargd et al. (2005) reported results of
Hunalign and BSA on a good quality parallel corpBsth achieved precision in the range of
97-99% and recall in the range of 97-98%.

5.1.2 Sub-sentential alignment

For sub-sentential alignment we will consider therent state-of-the-art tools which are
publicly available:

Giza++ (Och and Ney, 2003) is a statistical machine tedios) toolkit that is used to train IBM
Models 1-5 and an HMM word alignment model.

BerkeleyAligner is an alternative to Giza++. It is aword alignmenolkit combining
unsupervised as well as supervised approaches rib alignment developed at University of
Berkeley (Haghighi et al., 2009; DeNero and Kle&lQQ7; Liang et al., 2006). It features joint
training of conditional alignment models (cross-EMyntactic distortion model, as well as
posterior decoding heuristics.

OpenMaTrEx (Dandapat et al., 2010) is a free/open-source pbabased machine translation
system based on the marker hypothesis. It compasearker-driven chunker, a collection of
chunk aligners and two decoders. For WP5 purpas#g,the chunker and chunk aligners will
be used.

Subtree aligner (Zhechev, 2009) is an open-source system for fadt rabust automatic
generation of parallel treebanks. It implements dlgorithm proposed by Zhechev and Way
(2008) (see section 4.1.2).

5.2 Bilingual dictionary induction

Apart from word aligners lik&1ZA++ andBerkeleyAligner which can also be used to induce
bilingual lexica, we will consider these tools ® integrated in the platform:

NATools (Simoes, 2003) is a workbench for parallel corppracessing. It includes a PTD
extractor based on (Hiemstra, 1998) .

K-vec++ (Varma, 2002) implements an extended version efkhvec algorithm (Fung and
Ward Church, 1994). This is based on the factifitsto words are translations of each other,
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then they occur almost an equal number of timesagmioximately in the same region in the
parallel text.

Uplug (Tiedemann, 2003) is a collection of tools forglimstic corpus processing, word
alignment and term extraction from parallel corpora

Word packing (Ma et at., 2007) is a method implemented in tlajifh Ma's aligner that can
handle 1-to-n alignments, and therefore it can beduto build bilingual dictionaries of
asymmetric (non-compositional) MWES.

5.3 Transfer grammar induction

There are no publicly available tools for transgammar selection, or automatic lexical
transfer selection, to our best knowledge. Clogestir needs are some of the Apertium tools.

5.3.1 Apertium

There are not really tools available for automatansfer rule creation. Commercial RBMT
system providers do not release them, and the ©pgn Source RBMT system that provides
help is the Apertium system (http://www.apertiurg/pr(cf. Ginesti Rosell, 2010). It has
a toolbox for dictionary development, called diXgod hey provide the following functionality:

____________________________________________________________________________________________________________________________________

Tasks:
Ccross: cross 2 language pairs (using linguistic res. XML file - see Cross Model)
cross-param: cross 2 language pairs (using command line parameters) Crossdics
merge-morph: merges two morphological dictionaries (monodix) Merge dictionaries
equiv-paradigms: find= eguivalent paradigms and updates references
lisc: li=ts entries in a dictionary - see Dictionary reader
dix2trie: create a Trie from an existing bilingual dictionary
dixz2tiny: create data for mobile platforms (j2me, palm) from bidix
reverse-bil: reverses a bilingual dictionary
=orc: sorts (and groups by category) a dictionary - see Sort a dictionary
format: Format dictionaries (according to Generic Options)
fix: fix a dictionary (remove duplicates, convert spaces)

Figure 5.3.1: Apertium dictionary tools.

Wit respect to bilingual dictionary creation, thetleors state on the webpage: “We also need
a bilingual dictionary. If they aren't availablegvinave tools available to help construct them
automatically: Crossdics as | mentioned in my &tiand ReTraTos which can build Apertium-
format dictionaries from the same alignments gdaedray GIZA++ - the output of this should
be manually checked, however, as it can output ntpmgstionable entries, particularly with
multiword expressions. Crossdics (part of apertdirteols) is a program that can be used to
"cross" language pairs. That is, given languagespaa-bb and bb-cc it will create a new
language pair for aa-cc”.

11 Documentation forms for this tool will be add®dthis document in a forthcoming version, as it is
being packaged at the moment of writing this report
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As the Apertium dictionaries have a somewhat idigsstic format, and cannot describe non-
local transfer tests and actions it remains to \muated whether the tools can be used in
PANACEA.

5.3.2 Required tools

For the three types of tasks in WP 5.3, the folt@iools are required:

1) For topic tests, atopic identification componest ieeded. We will use an adapted
Linguatec tool for this purpose (LT-Topicldentifiewith the taxonomy provided by this
tool (we will not re-train the classifier)

2) For grammatical tests, a parser for German andi€nid required. We will use a modified
version of the Linguatec parser (LT-Parser) fos fhirpose, and add a tree-comparison and
extraction component.

3) For conceptual tests, a classifier similar to the of the topic identifier is required, so this
technology will be adapted to the task at hand.

Such tools will be adapted to the PANACEA taskiB.3 first implementation phase.

6 Resource description

This section provides description of data resou(pegect deliverables and internal resources)
to be produced in WP5.

6.1 Alignment

6.1.1 Types of parallel corpora

The following types of parallel corpora (with respéo different types of alignment) will be
created for the purposes of other tasks in WP5 (@/Mslingual dictionary induction and
WP5.3 Transfer grammar induction) as well as otvfts (WP7 Evaluation of components
integration and produced resources, WP8 Evaluatfandustrial environments, see D7.1 and
D8.1 for details):

1) Sentence-aligned parallel corpora as the deliverable D5.3: sententially aligned texts
cleaned and prepared for training an SMT system.

2) Word-aligned parallel corpora as an internal package: word-aligned corpora fid®n3
ready for translation table extraction.

3) Chunked-aligned parallel corpora as an internal package: chunk-aligned corpora fo&n3
ready for translation table extraction.

4) Subtree-aligned parallel corpora as an internal package: subtree-aligned corpoma B5.3
ready for translation table extraction.

All the produced resources will be provided in thiemat described in Section 6.1 of D3.1.
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6.1.2 Domains and languages

The above types of corpora will be provided attiéaisthese language pairs and domains: The
general domain corpora will be provided for Englisarman, English—Greek, and English—
French. Corpora for the automotive domain will evided for English—German, corpora for
the environment and legal domains will be provifl®dEnglish—Greek and English—French.
The news domain corpora will be used as a fall-tgation if PANACEA is less successful in
acquiring corpora from other domains. An overvidwhe language-pair/domain distribution is
presented in Table 6.1.1:

language pair/domain general automotive | environment legal news
English—German \ \ ?
English—Greek \ \ \ ?
English—French \ \ \ ?

Table 6.1.1: Language pairs and domains of paradigdora to be provided by WP5.1

Four parallel corpus types will be provided for led@nguage pair/domain combination, which
makes a total of 32 corpora to be produced. Theaitospecific corpora may be produced in
multiple versions (with improving quality and sii®m version to version) depending on the
output of WP4 and depending on advances in parsdiatence extraction from comparable
corpora achieved during the course of the project.

6.2 Bilingual dictionary induction

For the representation of the bilingual dictionafgrmats exist, but most of them are
idiosyncratic to specific MT systems. So it seemdé advisable to first define the type of
information which a bilingual dictionary should ¢am, and then describe their representation.

Bilingual dictionaries usually contain the followgimnformation items:

e source language lemma (can be single or MWE)
» target language lemma (can be single or MWE)
e source language part-of-speech

* target language part-of-speech

e (reading)

The reading annotation would be needed in casestoies which are identical in source and
target lemma and POS, but differ in meaning as in:

enBarcelona (ProperNoun)  deBarcelona (ProperNoun)  // the city
enBarcelona (ProperNoun)  deBarcelona (ProperNoun)  // the province
encell (Noun) deZelle (Noun) /[ prison
encell (Noun) deZelle (Noun) I/l battery
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However, it is usually not represented; the onlyrregate’ which sometimes is coded is
a domain tag. Accordingly, a standard bilinguakiditary consists of a lemma and POS tag in
both source and target languages.

The following bilingual dictionaries will be creatéor the purposes of task 3 in WP5.3 (transfer
grammar induction) as well as for other WPs:

* A dictionary covering the automotive domain for taeguage pair English—German. This
dictionary is expected to hold between 5 and 1@Qighod lemmas. The evaluation will be
carried out in WP8 and the results reported in [{&@).

« Dictionaries covering the domains of legislatiord eanvironment for the language pairs
English—French and English—Greek. Each of thestodiaries is expected to hold circa
100,000 lemmas. These dictionaries will be provigkeD5.5, while their evaluation will be
carried out in WP7.

6.3 Transfer grammar induction

As explained above, the transfer tests are staeshaotations to bilingual lexicon entries. They
are required if several translations exist forvgegisource lemma.

It can be seen that transfer entries are not imdbgre of each other in cases where several
translations exist: The different translations Wil distinguished by tests and actions; tests may
be applied in a specific order (cf. Section 7.3gl The representation must therefore provide
annotations which help the disambiguation procgash annotations include:

« alignment of the lemma parts (important in casmoltiwords)

e probability of the translation (frequency of thiartslation, related to the frequency of all
possible translation¥)

e sequence of tests (to be used in cases whereathgation should be selected at transfer
time)

e conditions of transfer selection actions followidransfer selection (covering both source-
target actions (e.g. mapping of prepositions) anget actions (e.g. setting some number of
gender values)

In terms of formalism, there is no proposal yet aihtovers all these required annotations.
Proposals in the framework of LMF (e.g. Francopaeti@l., 2009) do not seem to support all
requirements for transfer entries yet; they onlye$ee tests, and they seem to assume
bidirectional transfers. Also, proposals like Ol(IEeske et al., 2001; www.olif.net ) do not
cover all aspects required by transfer dictionaries

12 There should be support for cases where bilindigéionaries are used to improve/replace traimsiat
tables (cf. Koehn 2010). This feature is also ingoatrin architectures where transfer decisions are
delayed until generation takes place.
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The proposed format extends the definition of that-BFER project (Lavie, 2008) where
transfer rules contain similar elements, cf. Figgi&1. It is pragmatic and intended to explicit
enough to convert the transfer dictionaries intg amerging standard of transfer entries. The
core is given in Figure 6.3.2. The features for $heTest would be something likddmain =
sports (for topic tests), hasDirectObject = TRUE' (for grammatical tests),cbncepts =
cluster12’ (reference to a cluster of conceptual contexiti details will be defined later.

iNP1,2} ANF1,2}

::SL: $MLH ADWMH ;35L: H $MLWT H ADWMWT
;3 TL: A RED DRESS ; s TL: THE RED DERESSES
PiScore: 2 s iScore: 4
NP1::NP1 [NP1 ADJ] -—-> [ADJ NP1] NP1::NP1 [NP1 "H" ADJ] -> [ADJ NP1]
C (
(X2::¥1) (ES::¥1)
(X1::=:¥2) (H1::¥2)
(X1 def) = -2 (X1 defd = +)
({X1 status) =c absoclutel { (X1 status) =c absclute)
C(X1 num) = (X2 num}) C(X1 num) = (X3 mum))
({(X1 gen) = (K2 genl)) ((X1 gen) = (X3 gen)d
(X0 = X1) (X0 = X1)

2 bl

Figure 6.3.1: Examples of transfers (from LavieQ@(3" more examples in Figure 4.3.1 and 4.3.2 above.

TranferEntry = PackagelD SL-Lemma SL-POS Tfams

PackagelD i= <integer>

SL-Lemma = <string>

SL-POS u= <a legal POS of the source language>

Transfer u= TransferlD TL-Lemma TL-POS Alignmédthiobability
Testsequence SL-Test+ SL-TL-Action+ TL-Action+

TransferlD = <integer>

TL-Lemma = <string>

TL-POS n= <a legal POS of the target language>

Probability n= <double>

Alignment u= (SLposition ;" Tlposition)+

SLposition i= <integer>

TLposition = <integer>

Testsequence = integer

SL-Test n= No SLconstituent feature '=" value

SL-TL-Action := No SlLconstituent feature '=' Tbnstituent feature

TL-Action u= No TLconstituent feature '=’ value

No R <integer> fest or action number

SLposition i= <integer> A_-wordnumber

TLposition u= <integer> MTL-wordnumber

SLconstituent = ‘SL’ <integer> the referencein SL

TLconstituent = ‘TL’ <integer> thereferencein TL

feature = <a legal feature name>

value n= <a legal value name>

Figure 6.3.2 Format of annotated bilingual dictigna

13 Although this example goes beyond the lexieatl, it shows some of the main elements.
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7 Solution path and work plan

This section presents the envisaged solution aathdetails the work plan and strategy to be
followed during the lifetime of the WP. It also disses which available tools will be integrated
in the factory and which tools will have to be deped. The evaluation details on each of the
tasks tackled are found in D7.1.

7.1 Alignment

Here, we describe the general strategy applied B5W, the setup identifying required
resources, and the main steps of the solution path.

7.1.1 Strategy

The following strategy will be applied in ordergooduce the resources described in Section 6.1
of this report. It will consist of a preprocessistep relevant for all types of resources,
a sentential alignment step specific for paralietpora and comparable corpora, and a sub-
sentential alignment step specific for each typsuli-sentential alignment. The general solution
path for WP5.1 is given in Figure 7.1.1. Exterredaurces and tasks are in blue. The parsing
step is optional, because it is not necessarilyired for subtree alignment.

Preprocessing

Preprocessed
data

Sentence alignment Parallel sentence extraction
in parallel corpus from comparable corpus

Sentence-aligned
parallel corpus

Chunking

Word alignment Chunk alignment Sub-tree alignment

Word-aligned Chunk-aligned Sub-tree-aligned
parallel corpus parallel corpus parallel corpus

Figure 7.1.1: WP5.1 Solution path.
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7.1.2 Setup
WP5.1 will require two types of bilingual resources

1) general-domain corpora for language pairs as specified in Section 6.thf report. The
publicly available Europarl corpus (Koehn, 2005) Wwe used for this purpose. It consists
of several parallel corpora which include all pmjlanguage pairs, it has a sufficient size of
about 1—2 million sentence pairs (40—50 million d&¥ for each language pair, and can
be assumed to contain general domain texts (iktisaeted from the proceedings of the
European Parliament).

2) domain-specific corpora for language pairs and domains as specified itic@e6.1 of this
report. These resources will be delivered by WP4aiform of document-aligned
comparable corpora described in Section 6 of DAhkse corpora should contain enough
material to extract a parallel corpus of 10—20 #and sentence pairs (250—500 thousand
words) for each language pair and domain.

7.1.3 Preprocessing

The first step of this task is external and will performed within WP4. All parallel and
comparable corpora used in WP5.1 will be tokenizemtence-segmented, and analysed and
disambiguated on morphological level (each tokdhhei provided with a POS tag and lemma).

7.1.4 Parallel sentence alignment and extraction from coparable corpora

This step will be specific with respect to the awier of the input data. If it is parallel data,
standard sentence alignment tools will be appled.(Hunalign which is widely used and
known to perform with the state-of-the-art resiifarga et al., 2005). For comparable data,
sentence extraction techniques will be employedcéSthere are no tools for this specific task
available, we will have to either modify one of gentence aligners (described in Section 5.1.1)
to be applicable on comparable data or developwatoel from scratch. This tool will be
integrated to the factory as a webservice.

7.1.5 Sub-sentential alignment

Sub-sentential alignment will be specific for edgipe of aligned parallel corpora to be
produced. Giza++ will be used for word alignmentri@ntly, it is the most widely used tool for
this task in MT and produces high quality alignnsefadr translation phrase extraction (Ma,
2009). We will also consider BerkeleyAligner asalternative to Giza++ for integration into
the platform because as opposed to Giza++, ontethait can be applied to single sentences.
The OpenMaTrEx chunk aligner will be employed ftwiok alignment, and Subtree Aligner
will be used for subtree alignment. Both of thesels have been developed at Dublin City
University (DCU) and we will take advantage of théevelopers to assist with integration of
the tools into the platform. All these alignersiveié integrated in t22 as deliverable D5.2.
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7.1.6 Additional experiments

After a comparable corpus is produced by WP4, ieaseaf experiments with the sentence
alignment tools from Section 5.1.1 will be carrma in order to evaluate their ability to be used
for extraction of parallel sentences from comparatdrpora. Based on this evaluation, either
one of the tools will be selected (and modifieshéleded) and integrated into the platform, or
else a new tool will be developed.

An additional set of experiments will be performiadhe area of MT domain adaptation. The
basic approach takes a union of general-domairdanhin-specific data and uses it for training
an SMT system. Other approaches are based on syzierhination rather than on data
combination. In both areas, we have already peddrsome experiments and further research
in this area will be carried out during the laterges of the project:

1) For the Workshop on Statistical Machine Translatkii10 translation task and system
combination task we have developed MT systems basedystem combination which
outperformed most of the other systems. In manodlautomatic evaluation, our systems
were the best performing ones in English-Spaniahstation task, and English-to-Czech
and English-to-French system combination tasksk@eret al., 2010; Du et al., 2010).

2) In cooperation with Trinity College Dublin in Ju2810, we have developed a system for
automatic translation of Tweeter messages reladfobtball World Cup 2010
(http://myisle.org/worldcup2010). A general dom&it system was adapted to the domain
of football by careful selection of training data.

7.1.7 Testing

All testing of parallel tools and resources in WP&ill be done extrinsically by MT systems, as
described in D7.1. If needed, manual analysis siflte will be carried out, too.

7.2 Bilingual dictionary induction

The current task builds on top of the alignmentdpced in WP5.1 applying techniques which
address the issues of precision, thus reducinguti@unt of human intervention needed on the
resulting dictionaries.

7.2.1 Strategy

The bilingual dictionaries that can be automaticakrived from the alignments produced in
WP5.1 should be suitable for an SMT system, bubgioty do not have the required precision
for more general uses. Therefore, additional priogs which emphasises precision is
necessary. In addition, there might be terms whose frequency does not justify their

inclusion in a dictionary.

7.2.2 Setup

This task will require two types of sub-sentengialigned data, both to be provided by WP5.1.:

34

——
| —



Parallel technology tools and resources

1) Word-aligned data for dictionaries of single words and non-composiél MWEs.

2) Chunk-aligned and subtree-aligned data for dictionaries of compositional MWEs.
7.2.3 Methodology

The basic idea is then to exploit (i) confidenceamees provided by the alignment algorithms
and (ii) frequencies of the aligned terms in theuincorpora. Based on these, we will
experiment with different filtering techniques inder to derive dictionaries which have higher
quality and thus require less amount of human wetgion. Finally, the entries of the
dictionaries will be linguistically annotated byetRANACEA annotation tools (see D4.1).

Regarding MWESs, two lines will be followed in thigP. First, we will apply word packing on
top of the word-aligned corpora in order to ders@respondences for non-compaositional
MWEs. Second, the chunk-aligned and tree-alignedaca will be filtered in order to increase
the precision of the aligned elements. By doings,thive will have better quality
correspondences for compositional MWES.

WP6 deals with MWESs too but from a monolingual pergive. Initially, no overlap between
the treatment of MWES in both WPs is foreseen adahguages covered (ltalian in WP6 and
English, French and Greek in WP5) differ. Howewecase the MWE monolingual component
is applied to English (see D6.1), there would be iateraction that might lead to an
improvement of the proposed methods. In any caséh tasks will stay in touch in order to
identify possible interactions that might beneéitle other.

7.2.4 Testing

The dictionaries induced will be evaluated intriadlly (see section 3.2. of D7.1 for details).
Besides, these dictionaries are the input of WP&03the evaluation carried out there will
extrinsically evaluate the quality of the dictiorme:

Furthermore, the corpora used for the inductiom €lach domain and language pair) will be
evaluated with respect to their suitability to iedudictionaries by computing their translation
fertility and alignment density. These figures véllow deriving more meaningful conclusions
from the quality of the dictionaries produced.

7.3 Transfer grammar induction
In Section 3.3, we reported that three very comtgpas of transfer selection will be exploited:
1) domain tag marking, i.e. we want to know whether competing transfegiocan be

disambiguated by setting a subject area tag;

2) grammatical analysis, i.e. we try to disambiguate based on grammatioatext of a given
translation candidate;

3) conceptual analysis, i.e. we want to know whether a translation carsélected along the
lines of collocational analysis.
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7.3.1 Strategy

The strategy will consist of a preparatory phastevant for all approaches, and specific
strategies for the three research directions. Tistsegies follow a supervised learning
approach; we pre-define the topic taxonomy, thdaxfit patterns and templates the system
should search for, and the conceptual clusters.

ParallelCorpus

Topic
Identification

ParallelCorpus+
Topics

Sentence
Segmentation

! TopicCondition?

TermExtraction N SL-Context
: Lexicon Looku 1 e
] P SubCorpus TL-Context
TLAnnotation TF, Lemma, Tag Condition?
p—
Extract— h\nrphn ‘ S
N Bilingual synt. Condition? Annotated

Dictionary g Bilingual
Dictionary

Bilingual
TermExtraction

SLAnnotation

Figure 7.3.1: WP5.3 Solution path.

The general solution path is given in Figure 7.3[Wo ‘external’ tasks are required as
preprocessing (the blue parts of the figure): cotilbe of sentence-aligned bilingual corpora, and
creation of dictionaries. The PANACEA tasks 5.1 &8 will create such resources. For the
time being, an existing bilingual dictionary wilehused instead of the PANACEA tool, to be
able to start the developments.

The green parts of the figure show the specificettigyments for transfer selection, all starting
from subcorpora created by splitting the corpusdgiven SL term into parts related to the
respective translations.

7.3.2 Setup
The setup requires mainly two kinds of resourcesus data and dictionary data.
A. Corpus Data

Work in this task needs a sentence-aligned paapus. Some of the following data will be
used: Europarl v5 (Koehn, 2005), JRC-Acquis (Steigbr et al., 2006), EMEA (Tiedeman,
2009), MultiUN (Eisele and Chen, 2010). The langupgirs are German—English. For the
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different subtasks in WP 5.3, subcorpora will beated, described below. Parts of these
subcorpora will be kept aside for later tuning sesting.

B. Dictionary Data

Work on transfers will use a dictionary provided thg Linguatec resources, containing more
than 300 thousand lemmata. In a production envierdictionary data would be collected by
running term extraction tools (either monolinguat ailingual extraction, or all in one using
GlIZA++), and annotating the entries (lemmata) ushregPANACEA annotation tools. For WP
5.3, however, it is assumed that such a dictioery already been created, and an already
existing bilingual dictionary for German—English used. Basically the interest is in entries
with 1:N transfers.

Also, in a production environment, only unknownreg® would have to be processed in the way
described in the current task.

7.3.3 Preprocessing
The corpus data must be preprocessed.
A. Linguistic preprocessing

Preprocessing consists of tokenisation, lemmatisaaind POS-tagging. Each sentence finally
IS supposed to be in a relevant format describdaBiri. After lemmatisation, tokenisation will
be modified to take multiword entries into account.

B. Word candidate production

In an additional column, for each content wordpalssible translations as found in the bilingual
dictionary are stored, together with their POS rimfation. Based on this information, all
content words with more than one translation atlected in a special sub-dictionary; they are
the candidates of the following investigationscése too many candidates are found a selection
based on frequency will be used.

C. Language and topic lidentification

Then, for each document, each paragraph, and eatbnse of the corpus, language and topic
are determined using alanguage and topic identifldis tool uses ataxonomy which
distinguishes about 40 different classes, followihg topic hierarchy used in the Linguatec
translation system.

The result is annotated in the header tag of tlepedive element (<doc>, <p>, <s>,
respectively), thus enabling the system to haveéopids for paragraph or sentences in a larger
topic. If no topic can be assigned, no attributeds and the topic must be inherited from the
next large tag. As a result, every sentence hapia aissignment. As the quality of the topic
assignment is an essential factor in this strate@@nual evaluation of some of the assignments
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is foreseen. The SL terms will be indexed to createcorpora for each SL terms and each of its
translations. Indexing will be done both on theggaaph and on sentence level.

7.3.4 Topic test processing

For each translation of the SL candidate word, sspécific subcorpus is produced, and for
each subcorpus, its context (in terms of topic &atian) is inspected to decide if it can be
disambiguated using the topic annotation from dpectassignments of the other translations of
the candidate term. For each SL term, correlatlmgtsveen translation equivalents and topic
assignments will be calculated; a measure will bmputed as to how reliably a translation
equivalent can be predicted from a certain toptiree

There will be translations with broad coverage (mdog in many topics), and maybe some
with restricted coverage, occurring in only one, rather few, topics. The more specific
translations will be marked with domain tags. Tregttonsists of enlarging the data sets for the
domain-tagged translations found, and verifying tbe it really only is selected if the
annotated domain is found.

7.3.5 Grammatical testing

This approach consists of searching syntax treeshi® pre-specified set of transfer-relevant
phenomena, checking whether some of them can bignhadsto some subcorpus, and
differentiating it from the other subcorpora. Tmwisaged solution path is the following:

1) Create a subcorpus for each of the translatiorssgiven SL candidate word. Remove long
and complex sentences.

2) Parse every sentence containing a translation datajicreate an analysis tree. To do this,
the Linguatec parser will be used.

3) Inspect the analysis tree for the phenomena mesdionthe list of grammatical phenomena
to be investigated as transfer disambiguation ckes. These phenomena will be
described in the form of underspecified tree stmed; each of them will be matched
against the input tree. Extract the respective iganditions, annotate the translation
candidates accordingly.

4) Identify, for all members of a TL-related subcorpifisufficiently symetrical grammatical
contexts exist which would justify the use of seomtexts for translation disambiguation.

5) Compare the different TL-related corpora to findetvter the disambiguation criterion
found is valid for all (or sufficiently many) contis; readjust the contexts, and redefine the
disambiguation criteria.

6) Validate the disambiguation criteria found by egiag the context to yet unseen examples.

In the case where transfer actions can be considargmilar procedure would be implemented
on the target language side, to search for commammatical properties of the sub-corpus of
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the translations of a given source term. Candidafemterest are argument switching, and
preposition determination.

7.3.6 Conceptual context determination

This approach consists of creating vectors of cptscavhich are able to be used for
disambiguation. It is like WSD where the sensebédadistinguished are predefined based on
TL-concepts, and sense-related sub-corpora aradglravailable. The analysis steps are the
following:

1) For each TL-related corpus, create a vector of eptscper paragraph describing the context
of the candidate. Concepts are weighted, basedequédncy and on their semantic distance
to the translation candidate.

2) Each term is then weighted according to its relegdor a given vector. The best measure
for this particular setup will be determined (muturdiormation, TF-IDF etc.). One of the
issues is to decide whether the reduction of feauactor dimension is necessary in this
setup.

3) The resulting vectors will be used as conceptuatecds for testing the transfer options, i.e.
the dictionary will contain links to such vectorsteansfer tests.

7.3.7 Order of tests, entry packages

The analysis of transfer tests so far has showhséweeral criteria will have to be used to

support disambiguation of a translation candidateh criteria use different knowledge sources
and work on different levels of representationalgiven context, it may be the case that one
translation is disambiguated by a domain tag, whitether is disambiguated by a syntactic
constraint. This fact raises the question of thdepof the tests. The order of tests therefore is
a significant issue.

The need to define the order of tests has a sesemeequence for the whole dictionary
structure, as it introduces contextual informatiae, the dictionary entries are no longer
independent of each other. Instead, the test émémmation creates groups of bilingual entries,
i.e. entry packages, defined by source lemma andcce@art-of-speech, which have multiple
translations; among those, a connection existshén dequence of tests. This fact has two
consequences:

1) Dictionary entries are not reversible any more; dictionaries with transfer tests are
directional. It is a simplification to believe thdittionaries can be used bidirectionally.

2) Adding new entries to a dictionary affects the &xg entries. If an entry is added to
a package, then the whole package needs to becbdlaamew: tests may have to be
modified, and the sequence of tests must be ad&pted

14 Of course this is also true for data-driven fere appropriate training data would have to lkedd
to the corpus, and the whole translation table dalve to be rebuilt.
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Several heuristics for ordering tests have beeheapgo far:

Manual ordering, for each package. While this may tout to be the most fine-grained
way, it means that a package has to be manuatlydered whenever a new entry is added.
This increases dictionary maintenance cost.

Ordering according to the number of tests, assumfiagtransfers with a higher number of
tests are more specific than transfers with fewstst accordingly the more specific entries
would be taken first.

Ordering according to the kind of tests: for ins@nat first, all grammatical tests are tried,
and then all domain tag tests are executed. Tadsl® the consequence that a transfer with
a syntactic test is selected even if it has a ‘graomain tag, i.e. the domain tag is
overwritten. End-users who code domain tags mayeatware of this fact.

Ordering according to the specificity of a testr fostance, all tests containing lexical
material are tried first (In METAL such tests wearaled 'hard tests', as opposed to 'soft
tests' without lexical material), assuming thaa test contains a specific lemma it must be
a multiword representation: if English ‘kick’ hasdmect-object test for ‘lemma=bucket’,
then this is a strong argument in favour of exexuthis test first.

As there will always be cases in which the testusage turns out to produce improper
results, it remains to be explored how a good ssopiemirroring human intuition, might
look like. Due to limited resources, PANACEA wilbhdo any research in the area of test
ordering, but it is clear that corpus-based apgrescan definitely help in fine-tuning test
sequences.

7.3.8 Testing

Testing the component will include the followingegtions:

How well suited is each of the different transtesttstrategies (topic test, grammatical tests,
conceptual context tests)? This will be tested bgning translations with the single
strategies.

Does one strategy include the others? It could dutnthat the conceptual context strategy
subsumes the topic tests, as both use conceptuiaixts.

How are grammatical tests and conceptual testeedda
How are contextual disambiguation strategies of@®and target contexts related?

How important is the ordering of tests, based @sdiresults?

These questions will be answered using some sdléstécal entries of different POS, in both
language directions, as test data. Existing MTialhetries may be used as a reference.
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A. Tool Documentation Forms

A. 1 Hunalign

Administrative information

* Tool name

hunalign

Short name

* Short description

aligns bilingual text on thesance level

* Organization name

* Latest versionand release date

1.0 — septemi®r 20

Tool web page

http://mokk.bme.hu/resources/hunalign

* Contact person in the context of
PANACEA)

Pavel Pecina
Antonio Toral

* Contact person’s email

ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication
relevant to the application

D. Varga, L. Németh, P. Hal4csy, A. Kornai, V.
Tron, V. Nagy (2005). Parallel corpora for mediy

m

U

density languages. In Proceedings of the RANL
2005, pages 590-596.

Hunglish

LGPL 2.1

Relevant project(s)
* License and availability

Descriptive information

* Languages covered

* Character encoding (input)
* Character encoding (output)
* Format (input)

Language independent
ISO-8859-1 and UTF-8
ISO-8859-1 and UT(e&pending on input)
- Bilingual corpus (two plain tefies with one
sentence per line)
- Bilingual dictionary (optional, newline-separate
dictionary items. An item consists of a target
language phrase and a source language phrase
- Reference alignment (optional, for evaluation
purposes)
- Numeric ladder format
- Text format
Unknown

* Format (output)

* Compatibility of the input and/or
output data with national/international
standards/common practices

* Language resources required for theNone (optionally a bilingual dictionary)
operation of the application
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* Operating system

OS independent

* Implementation language

C++ (and awk, bash, pytbaripts)

* Other software requirements

None

Hardware requirements

* Processing speed

400 sentences/sec (500 semnmees on an Intel
core 2 duo E8400)

Evaluation information

* Methodology and reference data

Data: Manual afignt of the Hungarian version
of Orwell's 1984

* Results Without bilingual dictionary: 97.93%P,.80% R
With bilingual dictionary: 99.34% P, 99.34% R
Sample data
Input
English
6 he be a sad day a day of grey unrest of disconten t
7 he gently moving air seem to be celebrate the los s of some gay thing
with a soft tender elegy
Hungarian
15 szomoru sziirke nap volt ez a nyugtalansag eléged etlenség
16 a szell6 finom fuvallat lagy s gyengéd elégia mi ntha valami vidam

dolog bucsuztat

Output

Hungarian-English. Numeric ladder:

15 6 1.55833
16 7 1.34143

Hungarian-English. Text:

szomoru sziirke nap volt ez a nyugtalansag elégedetl
1.55833

a day of grey unrest of discontent

a szelld finom fuvallat lagy s gyengéd elégia minth
the gently moving air seem to be celebrat

blcsuztat

thing with a soft tender elegy  1.34143

enség he be a sad day

a valami vidam dolog
e the loss of some gay
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A.2 Geometric Mapping and Alignment

Administrative information

* Tool name Geometric Mapping and Alignment
Short name GMA
* Short description The GMA software package impbais the

Smooth Injective Map Recognizer (SIMR)
algorithm for mapping bitext correspondence and
the Geometric Segment Alignment (GSA) post-
processor for converting general bitext maps to
monotonic segment alignments.

* Organization name

* Latest versionand release date 2.1 — Septemlszt 20

Tool web page http://nlp.cs.nyu.edu/GMA/

* Contact person in the context of Pavel Pecina

PANACEA Antonio Toral

* Contact person’s email ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication Ali Argyle, Luke Shen, Svetlana Stenchikova, and

relevant to the application I. Dan Melamed (2004.) Geometric Mapping and

Alignment (GMA) tool.

Relevant project(s)
* License and availability GPL

Descriptive information

* Languages covered Language independent

* Character encoding (input) ISO-8859-1 and UTF-8

* Character encoding (output) ISO-8859-1 and UT(@d&pending on input)

* Format (input) - bilingual corpus/ bitext (twogph text files with
one sentence per line)

* Format (output) GMA outputs aligned blocks, orex pne. The two

sides of each aligned block are separated by th¢
five ASCII characters " <=>"
* Compatibility of the input and/or Unknown

output data with national/internationa
standards/common practices

N4

* Language resources required for theNone
operation of the application

* Operating system OS independent

54

——
| —



Parallel technology tools and resources

* Implementation language Java
* Other software requirements None

Hardware requirements
* Processing speed

Evaluation information
* Methodology and reference data
* Results

Sample data

Output

1<=>1
2<=>23

3,4,5 <=> omitted
6<=>4

omitted <=>5

Segment Al is aligned with segment B1l; segment Aalighed with segments B2 and B3;
segments A3, A4, and A5 are not aligned with amghsegment A6 is aligned with segment
B4; and segment B5 is not aligned with anything.
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A.3 Bilingual Sentence Aligner

Administrative information

* Tool name BSA
Short name Bilingual Sentence Aligner
* Short description An algorithm for finding whicentences do

translate one-for-one in a parallel bilingual capd

* Organization name

* Latest versionand release date 1.0 — May 2003

Tool web page http://research.microsoft.com/
* Contact person in the context of Pavel Pecina

PANACEA Antonio Toral

* Contact person’s email ppecina@computing.dcu.ie

atoral@computing.dcu.ie

* Technical report or publication
relevant to the application
Relevant project(s)

* License and availability MSR-SSLA

Descriptive information

* Languages covered Language independent

* Character encoding (input) UTF-8

* Character encoding (output) UTF-8

* Format (input) - bilingual corpus/bitex (one semte per line)
* Format (output) - bitext format

* Compatibility of the input and/or Unknown
output data with national/internationa
standards/common practices

* Language resources required for thenone
operation of the application

* Operating system OS independent
* Implementation language Perl
* Other software requirements None

Hardware requirements
* Processing speed

Evaluation information
* Methodology and reference data
* Results
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A.4 Giza++

Administrative information

* Tool name GlZA++

Short name

* Short description a statical machine translatmwikit that is used to
train IBM Models 1-5 and an HMM model.

* Organization name CLSP/JHU and RWTH Aachen

* Latest versionand release date 1.0.3 — march 2009

Tool web page http://code.google.com/p/giza-pp/

* Contact person in the context of Pavel Pecina

PANACEA Antonio Toral

* Contact person’s email ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication Franz Josef Och, Hermann Ney. "A Systematic

relevant to the application Comparison of Various Statistical Alignment

Models",Computational Linguistics, volume 29,
number 1, pp. 19-51 March 2003.

Relevant project(s)
* License and availability GPL

Descriptive information

* Languages covered Language independent

* Character encoding (input) UTF-8

* Character encoding (output) UTF-8

* Format (input) GIZA++ input format: vocabularyds, bitext files

and dictionary (optional) or plain text (tokenised
and lowercased one sentence per line, e.g. by
Moses scripts), which is converted to GIZA++
input format by the utility plain2snt.out

* Format (output) GIZA++ output format: alignmerief

* Compatibility of the input and/or Both the input and the output are compatible with
output data with national/international] Moses
standards/common practices

* Language resources required for the Parallel corpus tokenised and lowercased

operation of the application Bilingual dictionary (optional)
* Operating system OS independent

* Implementation language C++

* Other software requirements mkcls
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Hardware requirements

* Processing speed

100 sentences/sec (44k sergerpes on an Intel
core 2 duo E8400)

Evaluation information

* Methodology and reference data

2,500 sentenc€xzeth-English parallel corpus
manually aligned on the word level.
David Mareek. Improving Word Alignment Using
Alignment of Deep Structures. TSD 2009.

)

* Results Intersection: 95.8 P, 79.0 R, 13.2 AER

Grow-diag-final: 71.5 P, 92.0 R, 20.3 AER
Union: 68.5 P, 93.2 R, 22.1 AER

Sample data

Input

English

nothing could be further from the truth .

as a result , pakistan was rewarded with american f inancial assistance and

arms .

French

on ne saurait étre plus loin de la vérité .

le pakistan a donc été récompensé par I' assistance et les armes des états-

unis .

Output

French—English

on ne saurait étre plus loin de la vérité .
NULL ({ }) nothing ({1 2}) could ({3}) be ({4

{7hthe ({8} truth ({9} . ({10}

}) further ({5 6 }) from

le pakistan a donc été récompensé par I' assistance et les armes des états-

unis .

NULL {13)as({ha({}result({}) . (D

31}) rewarded ({4 5 6 }) with ({ 7 }) american ({
assistance ({89} and ({10}) arms ({ 11 12 14

English—French

nothing could be further from the truth .
NULL ({}) on ({}) ne ({}) saurait ({1 2}) étre

45h)de({hla({6}) verite (7)) . ({8}

pakistan ({ 1 2 }) was ({
}) financial ({ })

.15}

({3} plus ({}) loin ({

as a result , pakistan was rewarded with american f inancial assistance and

arms .

NULL ({4 }) le ({}) pakistan ({51}) a ({}) donc
récompensé ({12378910)par{HI"{})
12} les ({}) armes ({ 13 }) des ({ }) états-unis

(hete ({6}
assistance ({ 11 }) et ({

(). ({14}
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A.5 Berkeley Aligner

Administrative information

* Tool name

berkeleyaligner

Short name

* Short description

The BerkeleyAligner is a wolgjament software
package that implements recent innovations in
unsupervised word alignment.

* Organization name

University of California, Belég

* L atest versionand release date

2.1 -28.09.2009

Tool web page

http://code.google.com/p/berkeleyaligy

* Contact person in the context of
PANACEA

Pavel Pecina
Antonio Toral

* Contact person’s email

ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication
relevant to the application

Tailoring Word Alignments to Syntactic Machine
Translation: John DeNero and Dan Klein. In
proceedings of ACL, 2007

Relevant project(s)

* License and availability

GPL v2

Descriptive information

* Languages covered

Language independent

* Character encoding (input)

Unicode (UTF-8)

* Character encoding (output)

Unicode (UTF-8)

* Format (input)

Tokenised (optionally lowercasedyallel corpus,
plain text one sentence per line

Optionally parsed trees of the sentences (Berke
Parser format)

* Format (output)

- GIZA++ output format: alignmefiie
- Pairs of alignment correspondences (numbers
- Alignment tables

* Compatibility of the input and/or
output data with national/internationa
standards/common practices

Compatible with GIZA++, and therefore with
Moses and Marclator

* Language resources required for th
operation of the application

e Optionally a parser (to train a syntactic HMM
alignment model), e.g. Berkeley Parser

* Operating system

OS independent
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* Implementation language Java
* Other software requirements none

Hardware requirements
* Processing speed 55 sent/sec (2830 sentengassoon an Intel core
2 duo E8400), 12.5 sentences/sec for the syntactic
model

Evaluation information

* Methodology and reference data English-Frenchddeds data from the NAACL
2003 Shared Task
* Results Classic: 93.9% P, 93% R, 6.5% AER

Syntactic: 95.2% P, 91.5% R, 6.4% AER
Baseline (GIZA++): 96% P, 86.1% R, 8.6% AER

Sample data
Input
French

monsieur le orateur , ma question se adresse a le m inistre chargé de les
transports .

English

mr. speaker , my question is directed to the minist er of transport .
Syntax for English (optional)

(S (NP (NNP mr.) (NNP speaker)) (, ,) (NP (PRP$ my) (NN question)) (VP (VBZ
is) (VP (VBN directed) (PP (TO to) (NP (NP (DT the) (NNP minister)) (PP (IN
of) (NN transport)))))) (. .))

Output

French—EnglisHGIZA++ like)

# sentence pair (9) source length 13 target length 16 alignment score : 0
monsieur le orateur , ma question se adresse a le m inistre chargé de les
transports .

NULL ({21213} mr. ({1}) speaker {3 }), ({ 41} my ({5}) question
{6} is ({7} directed ({8}) to {9} the ({10}) minister ({ 11 })

of ({14 }) transport ({15}) . ({ 16 })

0-0 14-11 10-9 2-1 3-2 4-3 5-4 6-5 7-6 8-7 9-8 13-1 015-12
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A.6 OpenMaTrEx

Administrative information

* Tool name

OpenMaTrEx

Short name

* Short description

OpenMaTrEx is a free/open-seyF0OS)
example-based machine translation (EBMT)
system based on the marker hypothesis. It
comprises a marker-driven chunker, a collection
chunk aligners, and two engines: one based on
simple proof-of-concept monotone recombinator
(previously released as Marclator) and a Moses
based decoder

of
the

* Organization name

Dublin City University

* | atest versionand release date

0.7 - 28.04.2010

Tool web page

http://openmatrex.org/

* Contact person in the context of
PANACEA

Pavel Pecina
Antonio Toral

* Contact person’s email

ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication
relevant to the application

- Stroppa, N., D. Groves, A. Way, and K. Sarasd

2006. Example-based machine translation of the

Basque language. In Proceedings of AMTA 200
pages 232-241.

- Stroppa, N. and A. Way. 2006. MaTrEx: DCU
machine translation system for IWSLT 2006. In
Proceedings of the International Workshop on
Spoken Language Translation, pages 31-36.

o

Relevant project(s)

* License and availability

GPL v3

Descriptive information

* Languages covered

Language independent

* Character encoding (input)

Any supported by Javg, Unicode (UTF-8)

* Character encoding (output)

Any supported by Javg Unicode (UTF-8)

* Format (input)

Tokenised and lowercased paralepus, plain
text one sentence per line

* Format (output)

Tokenised and lowercased paratgpus, SGML
wrapping plain text sentences

* Compatibility of the input and/or
output data with national/international

Compatible with GIZA++ and Moses
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standards/common practices

* Language resources required for the Marker files for the source and target languages,
operation of the application The current version includes marker files for
Catalan, Czech, English, Spanish, French, Italia|
and Portuguese

* Operating system GNU/Linux, MacOS
* Implementation language Java (and some pythaptsgr
* Other software requirements GIZA++

Moses scripts
Moses decoder (optional, for MaTrEx mode)

Hardware requirements
* Processing speed Training: 35 sent/sec (90lesert corpus on an
Intel core 2 duo E8400)

Decoding: 25 sent/sec (200 sentences on an Int
core 2 duo E8400)

Evaluation information
* Methodology and reference data English-French Hansards data from the NAACL
2003 Shared Task

* Results Classic: 93.9% P, 93% R, 6.5% AER
Syntactic: 95.2% P, 91.5% R, 6.4% AER
Baseline (GIZA++): 96% P, 86.1% R, 8.6% AER

Sample data
Input
French

toutefois la commission a , elle aussi , d' évident es responsabilités en la
matiere .

je ne puis donc que soutenir et recommander le préc ieux travail réalisé par le
rapporteur .

Output
English

<seg id="5">

<sol num="1" prob="1.0">however the commission has of obvious responsibilities
in this area </sol>

<seg id="8">

<sol num="1" prob="1.0">i can therefore that suppor t and recommend the
valuable work done by the rapporteur </sol>
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A.7 Subtree Aligner

Administrative information

* Tool name

Subtree Aligner

Short name

* Short description

Automatically generates patdtieebanks from

parallel corpora. It has several methods to do sa:

tree-to-tree (requires PoS tagged, constituency
annotated text), string-to-string (works on plain ¢
PoS annotated text), string-to-tree and tree-to-
string (combinations of the above)

* Organization name

NCLT, DCU

* Latest versionand release date

2.8.6 — March 2009

Tool web page

http://www.ventsislavzhechev.eu/H&uo&ivare/
Software.html

* Contact person in the context of
PANACEA

Pavel Pecina
Antonio Toral

* Contact person’s email

ppecina@computing.dcu.ie
atoral@computing.dcu.ie

* Technical report or publication
relevant to the application

Zhechev, Ventsislav. 2010. Automatic Generatic
of Parallel Treebanks. An Efficient Unsupervise(
System: Lambert Academic Publishing. ISBN 97
3-8383-2795-2

n
)
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Relevant project(s)

ATTEMPT project

* License and availability

GPL

Descriptive information

* Languages covered

Language independent

* Character encoding (input)

UTF-8

* Character encoding (output)

UTF-8

* Format (input)

- source-to-target and targettorse word
alignment probabilities (Moses format)
- source-to-target phrase alignment probabilities
(Moses format, optional)
- input corpus (aligned phrase-based-parsed
sentences in bracketed format for the tree-to-tre
module; for the string-to-string, string-to-treedan
tree-to-string modules, the string-based side ear
instead plain text or PoS annotated)

b

* Format (output)

Described in module documentatilain text

with data blocks separated by empty lines. Each
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order: a line with the source sentence in phrase
based bracketed format, a line with the target in

data block contains the following data in the given

phrase-based bracketed format, a line with spage
separated integer IDs, each pair of IDs represgntin
an alignment between a source and a target node.

* Compatibility of the input and/or
output data with national/internationa
standards/common practices

Input compatible with Moses (alignments)

tool. Due to its plain text nature, easily convadi
to other formats.

Output compatible with DOT grammar extraction

* Language resources required for th
operation of the application

e - word alignment probabilities (e.g. from GIZA++
- phrase alignment probabilities (e.g. from Mose
optional)

and/or parsed using a phrase-based parser)

- bilingual parallel corpus (optionally PoS tagged

~—

1Y

* Operating system

Any system with POSIX Unix-cotilpia tools.
Tested on Linux and MacOS X

* Implementation language

C++

* Other software requirements

Boost libraries (tdker and regex for string-
based modules), word alignment (e.g. GIZA++)

Hardware requirements

* Processing speed

Depends on sentence lengtantbent of word-

alignment data is used at all. When using the
parallel implementation of the system with only
word-alignment data based on 60k EN-DE
sentence pairs, the tool processes 50 sentence
per second on average on an Intel Core 2 Duo
E8400 with 3GB RAM.

and phrase-alignment data and on whether phrase-

pair

Evaluation information

* Methodology and reference data

Intrinsic: compeeebank produced by tree-to-
tree method to the handcrafted HomeCentre
treebank (810 EN-FR sentence pairs)
Extrinsic: DOT system trained using the manual
treebank vs. the same system trained with an
automatically derived treebank

* Results

Intrinsic: Presicion 61.79% Recall 78.499
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Sample data
Input

English—French

(ROOT (S (NP (Dthe) (NPzero (Nink) (N ca
Vcop are ) (ADV running ) (Alow))) ( PERIOD .
(LISTITEM ( S[decl] (NPdet (D les) (NPpp (N c
N encre ) ) ) ) ( VPaux[pass] ( AUXpass sont) ( AD
)) (PERIOD .))

Output

English—French tree-to-tree:

(ROOT-1 (S-2 (NP-3 (D-4 the)(NPzero-5 (N-6 ink)(N-7
(Vcop-9 are)(ADV-11 running)(A-12 low)))(PERIOD-13
(LISTITEM-1 (S[decl]-2 (NPdet-3 (D-4 les)(NPpp-5 (N
(P-8 de)(N-9 encre))))(VPaux[pass]-10 (AUXpass-11 s
presque)(V-14 épuisées)))(PERIOD-15 .))
11223344556976810911111312141

English—French string-to-string:

(X-100000 (D-1 the)(X-27 (X-9 (N-2 ink)(N-3 cartrid
are)(X-12 (ADV-5 running)(A-6 low)))(PERIOD-7 .))))
(X-36 (X-22 (X-9 (D-1 les)(N-2 cartouches))(P-3 de)
(AUXpass-5 sont)(X-14 (ADV-6 presque)(V-7 épuisées)
243945566778922121417 202226273

65

rtridges ) ) ) (VPcop (

))
artouches ) (PP (P de) (

V presque ) (V épuisées )

cartridges)))(VPcop-8

)
-6 cartouches)(PP-7

ont)(ADV-13

315

ges))(X-22 (X-17 (Vcop-4

(N-4 encre))(X-26 (X-20
))(PERIOD-8 .)))
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