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Abstract 

In this demonstration we present our web 
services to perform Bayesian learning for 
classification tasks.  

1 Introduction 

The Bayesian framework for probabilistic infe-
rence has been proposed (for instance, Griffiths 
et al., 2008 and a survey in Chater and Manning, 
2006 for language related topics) as a general 
approach to understanding how problems of in-
duction can be solved given only the sparse and 
noisy data that humans observe. In particular, 
how human acquire words if the available data 
severely limit the possibility of making infe-
rences. Bayesian framework has been proposed 
as way to introduce a priori knowledge to guide 
the inference process. In particular for Lexical 
Acquisition, Xu and Tenembaum (2007) pro-
posed that given a hypothesis space (all what a 
word can be, according to a set of existing 
classes) and one or more examples of a new 
word, the learner evaluates all hypotheses for 
candidate word classes by computing their post-
erior probabilities, proportional to the product of 
prior probabilities and likelihood. The prior 
probabilities are the learner’s beliefs about which 
hypotheses are more or less plausible. The like-
lihood reflects the learner’s expectations about 
which examples are likely to be observed given a 
particular hypothesis about a word class. And the 
decision on new words is determined by averag-
ing the predictions of all hypothesis weighted by 
their posterior probabilities. 

The hypothesis behind is that natural language 
characteristics, such as the Zipfian distribution of 
words (Zipf, 1935) and considerations as the 
classic argument on sparse data (Chomsky, 
1980), make it necessary to postulate that the 
learning of words must be guided by the know-
ledge of the lexical system itself, information 

about abstracted, not directly observable catego-
ries (Goldberg, 2006; Bybee, 1998). 

In order to test this hypothesis we developed a 
series of tools for the task of noun classification 
into lexical semantic classes (such as EVENT, 
HUMAN, LOCATION, etc.). The tools perform 
Bayesian parameter estimation where prior 
knowledge is included into the parameters as 
virtual evidence (following Griffiths et al. 2008) 
and a Naive Bayes based classification. Our as-
sumption is that, if introducing prior knowledge 
improves the classification results, it may give 
some insights about the way humans learn lexical 
classes. 

The developed tools have been deployed as 
web services (following web-based architecture 
of the PANACEA project1) in order to make 
them easily available to the community. They 
can be used in the task just mentioned but also in 
other tasks that may profit from a Bayesian ap-
proach. 

2 Web Services for Bayesian modeling 

In this demonstration, we present two web ser-
vices that can be used for Bayesian inference of 
parameters and classification with the aim that 
they may be useful to other researchers willing to 
use Bayesian methods in their research. 

2.1 Naive Bayes Classifier 

A first web service performs a traditional Naive 
Bayes classification. The input is the observed 
data from a given instance encoded as cue vec-
tors, this is, the number of times we have seen 
each cue in the context of the studied instance. 
Then, the web service computes how likely is 
that this instance belongs to a particular class. 
The input needed by the classifier is the set of 
probabilities of seeing each cue given each 
class������|�	. Those parameters should have 

                                                           
1 http://panacea-lr.eu/ 
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been previously induced (using Maximum Like-
lihood Estimation (MLE), a Bayesian approach, 
etc.). 

The classifier web service reads those prob-
abilities from a coma separated file and the cue 
vectors of the instances we want to classify in 
Weka format (Quinlan, 1993). In our implemen-
tation, we work with binary classification, i.e. we 
want to decide whether the noun belongs or does 
not belong to a given class. Thus, the service 
returns the most likely class for each instance 
given the parameters and a score for this classifi-
cation (i.e. how different was the probability of 
being and not being a member of the class). 

2.2 Bayesian Estimation of Probabilities 

A second web service performs parameter infer-
ence for the Naive Bayes classifier using Bayes-
ian methods. 

Bayesian methods (Griffiths et al., 2008; 
Mackay, 2003) are a formal framework to intro-
duce prior knowledge when estimating the pa-
rameters (probabilities) of a given system. The 
main difference between those methods and 
MLE is that the latter use only data to estimate 
parameters, while the former use both data and 
prior knowledge. 

An example of Bayesian learning is determin-
ing the probability of a coin producing heads in a 
short throw series. A MLE approach will deter-
mine this probability as 
����	 � ������

�
. Thus, 

after observing a sequence of 5 heads in a row, 
MLE would assess that the probability of the 
coin producing heads is 1. Nevertheless, because 
of our knowledge, we would rather say that a tail 
is more than possible, and that the coin probabil-
ity can still be close to 0.5. Bayesian models 
allow us to formally introduce this knowledge 
when estimating the probabilities. 

In the case of Naive Bayes classification using 
cue vectors, we need to estimate ������|�	for 
each cue and k (for binary classification this 
would be k=1 for being a member of the class 
and k=0 for not being a member of the class). 

Bayesian modelling computes these parame-
ters approximating them by their Maximum a 
Posteriori (MAP) estimator. The canonical ap-
proach introduces the prior probabilities as a 
Beta distribution, and leads to the following 
MAP estimator (see Griffiths et al. (2008) and 
Mackay  (2003) for details): 
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����
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Where ����� ��	  and �� � ��	 are the observed oc-
currences in real data (�!�"

� ��	 is the number of 
times we have seen cuei with class k and �� � ��	 
is the number of times we have not seen it, and 
�!�"
� ��	 and �� � ��	 represent what is called virtual 

data, this is, the data we expect to observe a pri-
ori. Thus, it can be seen from the MAP estimator 
that Bayesian inference allows us to add virtual 
data to actual evidence. 

The web service we want to show in this dem-
onstration implements the estimation of  
������|�	 combining the data and the priors sup-
plied by the user. The service reads labelled data 
in Weka format and the priors for each cue and 
class and computes ������|�	. The output of this 
web service can be directly used to classify new 
instances with the first one. 

3 Test case: Lexical Acquisition 

As a showcase, we will show our work in cue-
based noun classification. The aim is the auto-
matic acquisition of lexical semantic information 
by building classifiers for a number of lexical 
semantic classes.  

3.1 Demonstration Outline 

In our demonstration, we will show how we can 
use the web services to learn, tune and test 
Bayesian models for different lexical classes. We 
will compare our results with a Naive Bayes 
approach, which can also be learned with our 
system, using null virtual data. 

First of all, we will get noun occurrences from 
a corpus and encode these occurrences as cue 
vectors applying a set of regular expressions. 
This will be done with another web service that 
directly outputs a Weka file. This Weka file will 
be divided into train and test data. 

Secondly, the obtained training data will be 
used as input in the Bayesian learner web ser-
vice, obtaining the values for ������|�	 for each 
cue and class. We will perform two calls: one 
using prior knowledge and one without it (MLE 
approach). 

Finally, these two sets of parameters will be 
used to annotate the test data and we will com-
pare the performance of the Bayesian model with 
the performance of the MLE model. 
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